Chapter 3
A Resource Space Model

Classification is one of the most basic methods for humans to recognize and organize various resources. The Resource Space Model is a resource organization model based on multi-dimensional classifications.

3.1. Examples of Using Multi-Dimensional Classifications

One-dimensional classification is often used. For example, supermarkets classify goods and arrange classes in a certain order according to customers’ purchasing habit so that customers can easily get necessary goods. File system is a one-dimensional classification (hierarchical directory) system that enables both human and computer to easily manage various digital files in computer’s disk.

The following are examples of using multi-dimensional classifications:

(1) Maps use two-dimensional space (latitude, longitude) or three-dimensional space (latitude, longitude, elevation) to actually specify locations on the earth.
(2) Experimental results are displayed and compared in two- or three-dimensional charts, and the display devices are two- or three-dimensional.
(3) Faceted web browsing view a set of web pages from different facets of contents.
(4) Sensor grids are used to collect overall signals of the brain.
(5) Stock market uses three-dimensional classification space (time, company, price) to reflect the real-time situation of the market.

Keyword search is popular in general-purpose web search. Fig.3.1.1
shows an example of searching the map by keywords.

A map classifies surface objects according to geographical coordinate space. With continuous expansion of the scope of human activities, more and more surface objects have not only physical features but also socio features. For example, a city has population, culture, economy, and education. Classification on socio features provides a socio dimension for users to accurately locate objects.

![Diagram showing multi-dimensional classifications in map search.](image)

**Fig. 3.1.1 Multi-dimensional classifications in map search.**

*Different spaces may use different distance measures such as Euclidean distance and semantic distance.*
Two objects that are close in one space may not be close in the other space. The physical space is a metric space, where objects within the same region should have shorter Euclidean distances. Individuals within the same family or community are closer in the social space. Two individuals that are close in the social space (e.g., with the same social function) may not be close in the physical space (e.g., in the same region). A classification space with dimensions (location, region, function) can effectively organize various objects.

Map search concerns the mental space. Users have established classification spaces in minds through lifelong learning. They usually have consensus on classifications on social functions and physical regions. Querying a map is to find the points in the map that match the points in the physical space, the socio space and the mental space.

Users can search various objects by giving the keywords that indicate the coordinates in the dimensions or a part of the dimensions in mind. The social functions can be classified by physical regions, and physical regions can be classified by social functions.

More dimensions can be added to the classification space. For example, adding a time dimension enables users to accurately search historical maps.

The new version of Google map search enables users to select the classes of the search target, which can help narrow the search scope. To develop an underlying model to support efficient map search is a critical issue.

### 3.2. The Virtual Grid

The *Virtual Grid* is a platform independent interconnection environment, based on a resource organization model, which can effectively specify, share, use and manage a variety of resources (H. Zhuge, “Semantics, Resource and Grid”, *Future Generation Computer Systems*, 20 (1)(2004)1-5). It has the following key parts:
1. The Resource Space Model (RSM) — a resource space for effectively organizing and accurately locating resources. It can be a classification-based Resource Space Model. It can also be the integration of the semantic link network and the Resource Space Model. A resource space can be centralized or decentralized (H. Zhuge and X. Li, RSM-Based Gossip on P2P Network. ICA3PP 2007: 1-12).

2. The Resource Using Mechanism (RUM) — a faceted resource browser, a resource management engine, a Resource Operation Language (ROL), a ROL interpreter, and an application development environment.

The resource browser provides an easy-to-use interface that helps end-users select resources and operations, specify parameters, and then have operations carried out. The resource management engine accepts instructions and then has them carried out according to the types of the resources to be operated on.

The ROL enables end-users to carry out simple operations, and application developers to compose a program to apply complex operations to resources.

The ROL interpreter supports not only complex applications in their use of resources, but also the resource browser in its use of resources. End-users can either run an application system to carry out operations of a specific kind or use the resource browser to operate directly on resources.

Developers build programs with the support of the development environment, which is in turn supported partly by the Virtual Grid and partly by application development tools.

A resource space has three views as discussed in “Resource Space Grid: model, method and platform” (H. Zhuge, Concurrency and Computation: Practice and Experience, 16(3)(2004)):

1. The user view, a two- or multi-dimensional resource space, is used by the resource browser to make it easy for end-users to locate and
use resources. The space will interact with the user’s mental space during operation. It is hard for end-users to deal with multi-dimensional spaces without such help.

(2) The universal view, the entire \( n \)-dimensional resource space. A user view is a slice (or a subspace) of the universal view. Operating the same resource space, different users could have different user view.

(3) The semantic view, a semantic representation of a variety of resources to support effective interactions between human and machine as well as between machine and machine based on the semantic worldview, semantic image, and semantic lens mechanisms (H. Zhuge, “Interactive Semantics,” *Artificial Intelligence*, 174(2010)190-204).

### 3.3 The Resource Space Model (RSM)

The Resource Space Model is the resource management mechanism using multi-dimensional classification space on resources.

#### 3.3.1 Resource spaces

**Definition 3.3.1** A resource space is an \( n \)-dimensional space in which every point has unique projection on every dimension.

The uniqueness implies that giving one coordinate at every dimension can uniquely determine one point, which contains a set of resources (possibly null). A resource space has a name, a type, a location (logical or physical), and an access privilege.

A dimension is classified by a set of coordinates. By establishing a good coordinate system for a resource space, we can precisely store and retrieve its resources by their coordinates. To distinguish coordinates or resources of the same name in different resource spaces, the coordinate or resource name can be used with the space name, for example: `coordinate-name.space-name`. 
Further, we assume that an ontology service mechanism $Output = Ontology\_Service (Input, k)$ is available. The $Input$ parameter is a word or phrase. The second parameter is a numeric variable used for controlling the output. If $k=0$, the service puts out sets of words related to $Input$ of the following kinds: synonym, abstract concept, specific concept, and instance. If $k=1$, the ontology service puts out one more element — a quasi-synonym of the input word or phrase, if one exists.

In the discussion below, we use the following notations:

1. A resource space is represented by $RS(X_1, X_2, \ldots, X_n)$, or $RS$ for short, where $RS$ is the name of the space and $X_i$ is the name of an axis. $|RS|$ denotes the number of dimensions of $RS$.
2. $X_i = \{C_{i1}, C_{i2}, \ldots, C_{im}\}$ represents an axis with its coordinates. Each element denotes a coordinate name in the form of a noun or a noun phrase. Any coordinate name must be defined in its domain ontology, as in the Word Net (www.cogsci.princeton.edu/~wn/).

**Definition 3.3.2** Two axes are deemed the same if their names are the same and the names of the corresponding coordinates are the same based on a certain mapping. If two axes $X_1 = \{C_{11}, C_{12}, \ldots, C_{1l}\}$ and $X_2 = \{C_{21}, C_{22}, \ldots, C_{2j}\}$ have the same axis name and specify the same set of resources but have different coordinates, they can be joined into one: $X = X_1 \cup X_2$, denoted by $X_1 \cup X_2 \Rightarrow X$.

It is useful to form a relatively complete dimension when two persons classify a set of resources with different views. In the open domain applications, one name may be used to indicate different objects, and different names may be used to indicate the same thing, so the join operation should not just check the name of dimension.

**Characteristic 3.3.1** An axis $X$ can be split into two axes $X'$ and $X''$ by dividing the coordinate set of $X$ into two: the coordinate set of $X'$ and that of $X''$, such that $X = X' \cup X''$. 
A coordinate can be a hierarchy, with lower-level coordinates as subclasses of their common ancestor. We use $\text{Sup}(C)$ to denote the direct ancestor or immediate superior of $C$ in a coordinate hierarchy. The name of each coordinate of a hierarchy can be differentiated from others of the same name by giving its name together with the names of all of its ancestors. The following definition shows the nature of coordinates in a hierarchy:

**Definition 3.3.3** A coordinate $C$ selects a class of resources (denoted by $R(C)$) such that if $C = \text{Sup}(C')$ then $R(C') \subseteq R(C)$.

From this definition, if $C = \text{Sup}(C')$ and $C' = \text{Sup}(C'')$ then $R(C'') \subseteq R(C)$.

For simplicity, an axis with hierarchical coordinates can be mapped onto an axis with flat coordinates by projecting its leaves onto the axis. But, this will lead to the lost of abstraction ability of the space.

Good resource space design should ensure correct resource sharing and management. Synonyms like “teacher”, “instructor” and “tutor” should not be used together as flat coordinates, because that could lead to resource operations making mistakes.

**Definition 3.3.4** A coordinate $C$ is dependent on coordinate $C'$ if $C \in \text{Output} = \text{Ontology Service}(C', 1)$.

**Definition 3.3.5** If $X = (C_1, C_2, \ldots, C_n)$ is an axis and $C'_i$ is a coordinate of another axis $X'$, we say that $X$ is a fine classification on $C'_i$ (denoted by $C'_i/X$) if and only if:

1. $(R(C_k) \cap R(C'_i)) \cap (R(C_p) \cap R(C'_i)) = \emptyset$ (if $k \neq p$, and $k, p \in [1, n]$);
2. $(R(C_1) \cap R(C'_i)) \cup (R(C_2) \cap R(C'_i)) \cup \ldots \cup (R(C_n) \cap R(C'_i)) = R(C'_i)$.
As the result of the fine classification, $R(C')$ is classified into $n$ categories: $R(C'_i \cap X) = \{R(C_1') \cap R(C'_i), R(C_2') \cap R(C'_i), \ldots, R(C_n') \cap R(C'_i)\}$.

**Definition 3.3.6** For two axes $X = \{C_1, C_2, \ldots, C_n\}$ and $X' = \{C'_1, C'_2, \ldots, C'_m\}$, we say that $X$ is a fine classification on $X'$ (denoted by $X'/X$) if and only if $X$ is a fine classification on $C'_1, C'_2, \ldots, C'_m$.

**Characteristic 3.3.2** Fine classification is transitive, that is, if $X''/X'$ and $X'/X$, then $X''/X$.

Fine classification is a basic mechanism of recognition and understanding.

**Definition 3.3.7** Two axes $X$ and $X'$ are said to be orthogonal to each other (denoted by $X \perp X'$) if $X$ is a fine classification on $X'$ and vice versa, that is, both $X'/X$ and $X/X'$.

For example, $KnowledgeLevel = \langle Concept, Axiom, Rule, Method \rangle \perp Discipline = \langle ComputerScience, Mathematics, Physics \rangle$ because $\langle Concept, Axiom, Rule, Method \rangle$ is a fine classification of every coordinate of the $Discipline$ axis and the $\langle ComputerScience, Mathematics, Physics \rangle$ is a fine classification of every coordinate of the $KnowledgeLevel$ axis. Another example is $Gender = \langle Male, Female \rangle \perp Student = \langle UndergraduateStudent, GraduateStudent \rangle$.

Because fine classification is transitive, we can assert the following:

**Characteristic 3.3.3** Orthogonality between axes is transitive, that is, if $X \perp X'$ and $X' \perp X''$, then $X \perp X''$.

### 3.3.2 Normal forms

To ensure a good design of a resource space, we need to define the following normal forms for the space.
Definition 3.3.8
(1) A resource space is in first normal form (1NF) if no coordinate names are duplicated within any axes.
(2) A space in 1NF is also in second normal form (2NF) if no two coordinates are dependent on each other.
(3) A space in 2NF is also in third normal form (3NF) if any two axes are orthogonal.

These normal forms provide designers with guidelines for designing a good resource space. The 1NF avoids explicit coordinate duplication. The 2NF avoids implicit coordinate duplication, and prevents one coordinate from semantically depending on another. The 3NF ensures that resources are properly used.

Characteristic 3.3.4 If two spaces $RS_1$ and $RS_2$ hold the same type of resources and they have $n$ ($\geq 1$) axes in common, then they can be joined as one $RS$ such that $RS_1$ and $RS_2$ share these $n$ common axes and $|RS| = |RS_1| + |RS_2| - n$. $RS$ is called the join of $RS_1$ and $RS_2$ and is denoted by $RS_1 \cdot RS_2 \Rightarrow RS$.

Characteristic 3.3.5 A space $RS$ can be separated into two spaces $RS_1$ and $RS_2$ (denoted by $RS \Rightarrow RS_1 \cdot RS_2$) such that they have $n$ ($1 \leq n \leq \text{minimum}(|RS_1|, |RS_2|)$) axes in common, $|RS| - n$ different axes, and $|RS_1| + |RS_2| = |RS| + n$.

The separation operation is also called disjoin in The Web Resource Space Model (H.Zhuge, Springer, 2008).

Characteristic 3.3.6 If two spaces $RS_1$ and $RS_2$ hold the same type of resources and satisfy: (1) $|RS_1| = |RS_2| = n$, (2) they have $n-1$ common axes, and (3) the distinct axes $X_1$ and $X_2$ satisfy the merge condition, then they can be merged into one $RS$ by retaining the $n-1$ common axes and adding a new axis $X = X_1 \cup X_2$. $RS$ is called the merge of $RS_1$ and $RS_2$, denoted by $RS_1 \cup RS_2 \Rightarrow RS$, and $|RS| = n$. 
A resource space $RS$ can be split into two spaces $RS_1$ and $RS_2$ that hold the same type of resources as that of $RS$ and have $|RS| - 1$ common axes, by splitting an axis $X$ into two axes $X'$ and $X''$ such that $X = X' \cup X''$. This split operation is denoted by $RS \Rightarrow RS_1 \cup RS_2$.

Using these definitions and characteristics, we can prove the following three lemmas.

**Lemma 3.3.1** Let $RS_1 \cdot RS_2 \Rightarrow RS$.
(1) $RS$ is in 1NF if and only if both $RS_1$ and $RS_2$ are in 1NF.
(2) $RS$ is in 2NF if and only if both $RS_1$ and $RS_2$ are in 2NF.
(3) $RS$ is in 3NF if and only if both $RS_1$ and $RS_2$ are in 3NF.

**Lemma 3.3.2** (1) $RS \Rightarrow RS_1 \cdot RS_2$ if and only if $RS_1 \cdot RS_2 \Rightarrow RS$; and,
(2) $RS \Rightarrow RS_1 \cup RS_2$ if and only if $RS_1 \cup RS_2 \Rightarrow RS$.

The following lemma ensures that a resource space of many dimensions can be separated into several spaces of fewer dimensions that keep the same normal form as the original space. For instance, a five-dimensional space can be separated into two three-dimensional spaces that have an axis in common.

**Lemma 3.3.3** If $RS \Rightarrow RS_1 \cdot RS_2$, we have:
$RS$ is in 1/2/3NF if and only if both $RS_1$ and $RS_2$ are in that form.

From the definition of the normal forms, we have the following two lemmas about the merge and split operations.

**Lemma 3.3.4** If $RS \Rightarrow RS_1 \cup RS_2$, and if $RS$ is in 1/2/3NF, then $RS_1$ and $RS_2$ are in that form.

**Lemma 3.3.5** If $RS_1 \cup RS_2 \Rightarrow RS$ and if $RS_1$ and $RS_2$ are in 3NF and $RS$ is in 2NF, then $RS$ is in 3NF.
Semantic overlaps may exist between resource definitions in some applications. In this case, the space designer must use quasi-synonyms as coordinates on an axis.

**Lemma 3.3.6** Resources in a 3NF resource space can be accessed from any axis.

**Proof.** Let \( X_i = \{ C_{i1}, C_{i2}, \ldots, C_{ip} \} \), \( 1 \leq i \leq n \). If the RS is in 3NF, then for any two axes \( X_k = \{ C_{k1}, C_{k2}, \ldots, C_{kl} \} \) and \( X_j = \{ C_{j1}, C_{j2}, \ldots, C_{jm} \} \) \( (1 \leq k \neq j \leq n) \), \( X_k \perp X_j \). We have \( C_{kq} / X_j \) for every \( C_{kq} \) \( (1 \leq q \leq l) \).

From the definition of fine classification, we have:

\[
R(C_{kq}) = (R(C_{kq}) \cap R(C_{j1})) \cup (R(C_{kq}) \cap R(C_{j2})) \cup \cdots \cup (R(C_{kq}) \cap R(C_{jm}))
\]

Then \( R(C_{kq}) \subseteq (R(C_{j1}) \cup R(C_{j2}) \cup \cdots \cup R(C_{jm})) \) for \( 1 \leq q \leq l \).

Hence, we have \( (R(C_{k1}) \cup R(C_{k2}) \cup \cdots \cup R(C_{kl})) \subseteq (R(C_{j1}) \cup R(C_{j2}) \cup \cdots \cup R(C_{jm})) \) for \( 1 \leq k \neq j \leq n \).

Similarly, we have:

\[
(\cup \cdots \cup R(C_{kl})) \subseteq (\cup \cdots \cup R(C_{jm}))
\]

And then we have:

\[
(\cup \cdots \cup R(C_{kl})) = (\cup \cdots \cup R(C_{jm}))
\]

So, if \( R = (R(C_{j1}) \cup R(C_{j2}) \cup \cdots \cup R(C_{jm})) \), then for every axis \( X_i = \{ C_{i1}, C_{i2}, \ldots, C_{ip} \} \), \( 1 \leq i \leq n \), \( R = R(C_{i1}) \cup R(C_{i2}) \cup \cdots \cup R(C_{ip}) \).

This means that the resources that are accessible from any axis are the same. Hence a resource retrieval algorithm does not need to depend on the order of the axes.

**Definition 3.3.9.** A coordinate \( C \) is called weakly independent on another coordinate \( C' \) if \( C \not\in Output = Ontology\_Service (C', 0) \).

The second normal form has a weak analog.

**Definition 3.3.10** The weak 2NF of a space is a 1NF, but in addition, for every one of its axes, any pair of coordinates are weakly independent on each other.
The inter-dependent coordinates can be merged into one coordinate to ensure the 2NF or semantic links can be established between coordinates (H.Zhuge and Y.Xing, Probabilistic Resource Space Model for Managing Resources in Cyber-Physical Society, IEEE Trans. on Service Computing, http://doi.ieeecomputersociety.org/10.1109/TSC.2011.12). The third normal form also has a weak analog that can be useful in some applications.

**Definition 3.3.11** The weak 3NF of a resource space is a weak 2NF, but in addition, all pairs of axes are orthogonal.

A 3NF resource space may contain points without resources, which lower the efficiency of resource management. We can further normalize a resource space by ruling out such empty points.

**Definition 3.3.12** Let $X = (C_1, C_2, \ldots, C_n)$ be an axis and $C'_i$ be a coordinate on another axis $X'$. We say that $X$ is a regular and fine classification on $C'_i$ (denoted by $C'_i/X$) if and only if
\[(1) \quad R(C_1) \cap R(C'_i) = \emptyset, R(C_2) \cap R(C'_i) \neq \emptyset, \ldots, \text{and } R(C_n) \cap R(C'_i) \neq \emptyset, \]
\[(2) \quad (R(C_k) \cap R(C'_i)) \cap (R(C_p) \cap R(C'_i)) = \emptyset \text{ for } k \neq p \text{ and } k, p \in [1, n]), \text{ and } (R(C_1) \cap R(C'_i)) \cup (R(C_2) \cap R(C'_i)) \cup \ldots \cup (R(C_n) \cap R(C'_i)) = R(C'_i).\]

**Definition 3.3.13** For two axes $X = \{C_1, C_2, \ldots, C_n\}$ and $X' = \{C'_1, C'_2, \ldots, C'_m\}$, we say that $X$ is a regular and fine classification on $X'$ if and only if $X$ is a regular and fine classification on $C'_1, C'_2, \ldots, C'_m$.

**Definition 3.3.14** If two axes are regular and fine classification on each other, then the two axes are called *regularly orthogonal*.

**Definition 3.3.15** The fourth normal form (4NF) of a resource space is a 3NF, but in addition, all pairs of axes are regularly orthogonal.
A generic reference resource space is the following four-dimensional resource space:

\[ RS = (\text{category}, \text{level}, \text{location}, \text{time}). \]

The category dimension is a classification of resources. Each coordinate on this axis represents a distinct category. A category coordinate can hold subcategories, and each subcategory can hold subcategories, and so on. A category together with all its lower subcategories forms a category hierarchy. Coordinates on the category axis are scalable because people usually consider resources across different levels. Except for certain basic subcategories, each coordinate of the category axis can be spread down onto a set of lower level coordinates, which can then be spread down again or collected back up to its higher level coordinates. Name duplication can be avoided by denoting a subcategory as a path, e.g., \textit{category} \cdot \textit{subcategory}.

A resource can be located by its category dimension and level dimension. The location dimension determines the locations of resources in the cyber space, physical space, socio space or mental space. The level dimension can not only classify the category dimension but also the location dimension and the time dimension.

The generic reference resource space can have different specializations on category, level, location and time dimensions depending on the types of resource that it contains.

### 3.4 Criteria for Designing Resource Spaces

The normal forms defined above can now be used to consider in what ways a resource space may be good or bad. The following are criteria for a resource in a good resource space.

1. The \textit{understandable} criterion. First, \textit{any resource in a resource space should be understandable}. At least the classifications of the resources should be known. That is, a resource space should not be given a resource that cannot be described or explained. The simple reason is that only the understandable resources can help users.
This criterion also excludes the resources that are irrelevant to users’ knowledge structures. Second, any axis should be understandable. At least, the classification of any axis should be clear. Third, any coordinate should be understandable. That is, the intention and extension of any coordinate should be clear.

(2) The resource positioning criterion. Any resource in a resource space should belong to a point in the resource space. A point has projection at all axes. Such a resource is said to be “well positioned” in the resource space.

(3) The resource use criterion. The use of any resource in a resource space should obey all restrictions on its usage that were defined when it was created. For example, some resources can only be operated by particular software.

(4) Minimum number of axes, a point can be accurately located by minimum number of axes.

A resource space has a logical representation layer and a physical storage layer. If the two layers are not consistent, for example, if a resource exists in one layer but not in the other, then the RUM will be unable to operate on it properly. To ensure consistency, we set the following criteria.

(1) The existence consistency criterion. Any resource in a resource space should ensure the consistency of its existence in the schemas of different levels. In other words, if a resource is in one schema it must be in another schema. Resource operations should maintain this consistency.

(2) The pervasive residence criterion. The resources of a resource space should be allowed to reside on various hardware and software platforms.

(3) The operability criterion. An RUM should support at least three basic resource operations: get a resource from a resource space, put a resource into a space, and remove a resource from a space. These operations must also be available for managing through any view of a resource space.
3.5 Designing Resource Spaces

The following is a reference design process for logical-level applications:

(1) *Resource analysis*. Resource analysis is to determine the application scope, to survey possible resources, and then to specify all the relevant resources by using a *Resource Dictionary* (RD), which records them as a local resource space for the application. These resources can be described in XML, and the RD can be managed using the ROL or any other XML query language.

(2) *Top-down resource partitioning*. Due to the differences in structure, different designers may partition resources differently, so a uniform approach to partitioning is needed. The first step is to unify the highest-level partition. Humans, information, and natural or artificial objects are key factors in human society, and the resources of human society may be clearly partitioned in this way. The top-level partitioning of a domain can be regarded as a special case of this partitioning of human society. For example, an institute’s resources can be classified at the highest level within three exclusive categories: human resources, information resources, and service resources. This step and the preceding one are carried out on each category and its subcategories and so on until the resources in the lowest level category are few enough for the application being designed.

(3) *Design bidimensional resource spaces*. People can manage bidimensional spaces better than higher dimensional spaces. So, we can first design a set of bidimensional resource spaces, and then consider joining them to form higher dimensional spaces. This design process has the following steps.

- *Name the axes*. Each axis name should reflect one category of the top-level partition of resources.
- *Name the top-level coordinates*. Each coordinate should reflect one subcategory of the category of its axis.
• **Name the coordinate within each hierarchy.** For each top-level coordinate, name its lower level coordinates until all the coordinates at all levels have been named.

• **Remove any dependence between coordinates.** Look for dependence between coordinates at all levels. Where it occurs, redesign the partitioning at that level and then name any new coordinates.

• **Make all axes orthogonal.** If any pair of axes is not orthogonal, reselect axes.

(4) **Join spaces.** If two spaces can be joined into one space, carrying out join operation to form a single resource space.

Making use of abstraction, and analogy between the existing (or reference) resource spaces and the new resource space, are important techniques for designing a good resource space (H. Zhuge, “Resource Space Model, Its Design Method and Applications”, *Journal of Systems and Software*, 72(1)(2004)71-81).

### 3.6 Representation of Resources

The semantics of a resource could be seen as a black box if the semantics come from those of related resources, or as a glass box if they come from the features and functions of the resource itself. Combining the two ways could be more effective than either alone.

A resource template represents the common features of a class of resources of the same type. Resources defined in a space need a set of templates, organized as a hierarchy, where the lower level templates are expansions of higher level ones. Some applications can use the following root template:

```plaintext
ResourceTemplate{
    Resource-name: <string> (domain name);
    Description: <abstract>;
    Related-materials: [
```
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Relationships: \[ \text{LinkTo:<SemanticLinkType}_1, \text{Resource}_1, \]
\[ \ldots, \]
\[ \text{LinkTo:<SemanticLinkType}_m, \]
\[ \text{Resource}_m ]; \]
References: \[ [ \text{material-name}_1: \text{<address}_1, \]
\[ \ldots, \]
\[ \text{material-name}_n: \text{<address}_n ]; \]
Others \}.

where an “address” can be a URL or a resource citation. For example, a book citation takes the form: \[ \text{<Name: String; Author: String; Publisher: String; PublisherAddress: String or URL}. \] A paper citation takes the form: \[ \text{(JournalName: String; Volume: Number; Issue: Number; PaperTitle: String; AuthorName: String; Publisher: String; PublisherAddress: String or URL)}. \]

“Related-materials” specifies relationships between resources and the references of the related resources. The relationship is a kind of semantic link that describes the relationship between resources.

“Others” can be the relationships such as “Peer-resources: <name-list>” and “Meta-resources: <name-list>”.

To satisfy the pervasive residence criterion, the XML (www.w3.org/XML) or XML-based markup languages like RDF (Resource Description Framework) can be adopted to encode the worldwide resource space and local resource spaces. An example of representing a worldwide and a local knowledge space in XML is given in (H. Zhuge, Resource Space Grid: Model, Method and Platform, Concurrency and Computation: Practice and Experience, 16(13)(2004)).

In addition, the semantic link can be extended to the super link or the complex link to connect resources in the physical space, the socio space, and even the mental space in the future (H. Zhuge, Semantic linking through spaces for cyber-physical-socio intelligence: A methodology, Artificial Intelligence, 175(2011)988-1019).
3.7 The Resource Using Mechanism (RUM)

An RSM has two types of users: the end-users who use resources directly through an enabling interface or indirectly through an application system, and the application developers who build complex application systems for end-users with the support of the RUM.

The ROL defines a set of basic operations for creating resource spaces and for sharing and managing resources. Some of these operations allow the user to create a local space and to get resources for that space from the universal view of all the local resource spaces. Others allow the user to put a set of resources into a local space, to remove those resources if privileged to do so, to browse resources, to join a local space to the universal view or to separate it from that view, to open a local space to a specific set of users, and to join several spaces into one.

Thus the ROL includes operations called Create, Get, Place, Remove, Browse, Log, Open, Join, Separate, Merge and Split. These can be supplied with a list of resources and their locations, but at least one resource must be listed. Resources can be retrieved by specifying constraints in the condition portion of an ROL statement (discussed in detail in Chapter 4).

A resource browser has the ROL interpreter carrying out ROL statements, but also helps users to locate resources they need and display the content of those resources in a template form. A resource browser has the following main functions.

(1) Provide an easy-to-use interface for users to specify what they want to do.
(2) Provide either a local view or the universal view of all resources.
(3) Check the format and grammar of the ROL statements.
(4) Deliver operations to the ROL interpreter, and take results back.
(5) Show the results of those operations.
The browser allows a user to:

(1) choose an operation by clicking a button,
(2) choose the resources to be operated on by specifying their coordinates in a resource space, and
(3) put in or select parameters to refine the operation.

The RUM is responsible for carrying out the operations fed to it by the browser and feeding back the content of resources according to their type. Different types of resource may need specific RUM operations. An implementation of the RUM must

(1) ensure an appropriate granularity of operating object (for instance, rules should be used together because a single rule may not be meaningful and the deletion of a single rule may cause incompleteness of the component it belongs to),
(2) feed the resources back in a meaningful way, because the end-user may not be able to understand their original representation like formalism, and
(3) obtain any needed support from types of resource other than that of the resource being operated on.

The RUM can provide the following functions for experienced users:

(1) Apply reasoning, and supply explanation, based on the hierarchical structure of the space, the given rules and the experience extracted from the answers to users’ queries.
(2) Make generalization and specialization on resources, classes and expressions.
(3) Convert raw resources into finely classified resources.
(4) Eliminate inconsistency and redundancy.
3.8 Comparisons

Viewing things from attributes and viewing things from classification represent different worldview of recognizing things. There are close relationship between the two views. The attribute view more focuses on individual and surface, while the classification view more concerns set and nature.

Identity is the foundation of the attribute view. Humans must assign every entity or attribute an identity. This is only feasible in close system as it is hard to establish consensus on identity in open system.

Abstraction on classifications takes the first priority of the classification view. The basic element of classification view is set, even though it can contain just one entity. A class can be assigned an identity, but a class can also be specified by its subclasses and super-class.

RSM is based on classifications, so the things managed by the RSM can be any form. The classification nature enables RSM to be suitable for managing contents by classification-based operations. This feature enables the RSM to manage semantics-rich Web resources. The classification nature enables the RSM to use various existing classification approaches. The classification nature also supports RSM to realize some automation, e.g., automatically generate the structure of resource space according to a set of given resources, and automatically upload resources into resource space. The automatic generation of resource space and adaptive resource space are research topics of RSM 2.0. The classification nature also enables RSM to manage resources in different spaces in the future cyber-physical society.

RDBM is based on identities and attributes of entities, so it is more suitable for managing atomic data and attribute-based operations. It basically does support abstraction on attributes.


There are two commonalities between the RSM described here and the RDBM (R.Bocy, et al., “Specifying Queries as Relational

The classification nature of RSM can also help users and the RSM systems (RSMS) to determine the classes of keywords in keyword-based search, e.g., in the example given in the beginning of this chapter.

Differences between OLTP and OLAP were compared in J. Han, and M. Kambr, *Data Mining: Concepts and Techniques* (Morgan Kaufmann Publishers, 2000). The multidimensional data model used for data warehousing and OLAP differs from the RSM in its foundation, its managed objects, its normalization, its operational features, and the basis for its exchange of data.

The object-oriented methodology (G. Booch, J. Rumbaugh, and I. Jacobson, *The Unified Modeling Language: User Guide*. Reading, Mass.: Addison-Wesley, 1999) provides a method and mechanism for uniform domain modeling and system implementation. It reduces the complexity of systems of objects by using notions such as class and object to abstract a variety of entities, by encapsulating operations into each class, and by an inheritance mechanism. It supports reuse during software development. It does not have normal forms like RDBMS and RSM.

ORDB, a table need not be in the first normal form of the relational database model, and tables can be nested. Various nested normal forms have been studied as extensions of traditional flat normal forms in RDBMs (W.Y. Mok, “A Comparative Study of Various Nested Normal Forms”, *IEEE Trans. on Knowledge and Data Engineering*, 14(2)(2002); Z.M. Ozsoyoglu, and L.Y. Yuan, “A New Normal Form for Nested Relations”, *ACM Trans. Database Systems*, 12(1)(1987)111-136; Z. Tari, J. Stokes, and S. Spaccapietra, “Object Normal Forms and Dependency Constraints for Object-Oriented Schemata”, *ACM Trans. Database Systems*, 22(4)(1997)513-569), but these extensions are based on relational algebra and a relational data model. The RSM differs from the ORDB in its methodology, foundation, its managed objects, its data model, its normalization, and its operational features.

The resource browser helps users work on resources. Major differences between the resource browser and the typical current Web browser are as follows:

1. the objects used by the resource browser are various resources, while the Web browser uses Web pages;
2. the resource browser locates various resources by classification, while the Web browser locates Web pages by URL;
3. the resource browser can locate resources and then operate on them by setting appropriate parameters, but the Web browser can only display Web pages according to URLs;
4. the resource browser supports a uniform classification view on resources, while the Web browser only supports the viewing of a single Web page at a time; and
5. the resource browser is supported by the RSM, while the current Web browser lacks the support of a coherent data model.

The design method for the RSM does not include a conceptual model, so a designer’s experience and the reference model play key roles in designing a good resource space. The hierarchical resource organization approach is in line with top-down resource partitioning as described above, and with the “from general to specific” style of thought.
For application development, the ROL is not only an SQL-like language but also it uses XML syntax to support programming based on a semi-structured data model. The XML query language XQL is a concise language and is developed as an extension of the XSL pattern language. It builds upon the capability of identifying classes of nodes by applying Boolean logic, filters, and indexing to collections of nodes.

The ROL borrows its syntax and semantics from standard SQL. The statements of the ROL are SQL-like and have the SQL SELECT-FROM-WHERE pattern. The ROL can perform operations like those of the classical relational database, such as nested queries, aggregates, set operations, join and result ordering.

The ROL also borrows the following features from XML query languages:

1. management of structured and semi-structured data;
2. abstract data types;
3. the XML-based data format and the result semantics;
4. the skelom functions to associate a unique ID with a given resource space;
5. document selection; and,
6. partial path specification.


### 3.9 Dealing with Exponential Growth of Resources

Exponential growth of resources is an obstacle to effective management of resources. How to manage exponential expansion of resources becomes an important challenge. Some scientists like Jim Gray regarded the study of intensive data as a new science — the fourth paradigm for scientific exploration.
The RSM can solve the problem in theory by classifying resources and increasing the number of dimensions with the expansion of resources.

If expansion rate of resources is $e^n$, we could use a resource space with at least $n$-dimensions and each dimension having at least $n$ coordinates to manage resource explosion since the following holds when $n \geq e$: $n^n \geq e^n$. Generally, if the expansion rate of resources is $x^n$, the following holds when $n \geq x$:

$$n^n \geq x^n.$$ 

If continuous expansion of resources accompanies appropriate classifications, this kind of expansion is controllable. For example, a 10-dimensional resource space with 10 coordinates at each dimension has $10^{10}$ points. If each point manages 100 resources in average, the resource space can contain $10^{12}$ resources. Increase one more dimension and one more coordinate at each dimension will enable the space to contain $11^{11}$ points. A 20-dimensional resource space with 20 coordinates at each dimension has $20^{20}$ points.

Furthermore, the increment of dimensions does not overload resource management. Any point can be accurately located by given its coordinates at each dimension.

Generally, resources are classified in different spaces. In each space, resources are classified by time, external feature, internal structure, and community. Further, resources are classified with the generation and evolution of dimensions.

Although people are facing unlimited expansion of resources, there are some limitations that can be used to deal with this expansion.

(1) Resources should have finite life spans, which could reduce expansion of resources to a certain extent.

(2) The expansion of dimensions is relatively slow compared with the rapid expansion of resources. That is, a new dimension may emerge when many resources are added.
(3) Users’ interests, requirements and time of using resources are limited. That means users need the most interested resources and to get them rapidly.

Therefore, the following are ways to deal with the issue of rapid expansion of resources:

(1) Discovering self-organized communities of resources, and assigning constraints on the communities to regulate their evolution. This implies a dynamic data model. The problem is to find an appropriate schema for a community. Relational databases use data types to regulate data. Finding the schema for semantics-rich network is the basis for effectively managing the linked resources.

(2) Discovering the critical points to control the complex networks connecting resources.

(3) Linking appropriate resources to individuals according to their interests and requirements. This can be implemented by building a personal resource space that only includes resources matching the owner’s interest and requirement. The personalized crawler searches those resources and uploads them into the personal resource space in time.

(4) Classifying resources according to resources’ life span, reputation, and goodness to the society. The resources that are active, and have high reputation take the priority to be selected.

(5) Removing redundant resources.

(6) Recycling useless resources to meet the need of individuals if possible (e.g., editing text or video resources). Removing the useless and harmful resources is necessary in managing expanding resources. An example of the necessity is that people often remove junk emails to keep email box clean.

According to the report in Nature (May 12, 2011), MIT and Northeastern University have developed a computational model that can analyze any type of complex network and find the critical points that can be used to control the entire system. An algorithm has been designed to determine how many nodes in a network need to be controlled for total control.
network control. The number of points needed depends on the network's degree distribution, which describes the number of connections per node. The researchers found that sparse networks require more controlled points than denser networks.

Data clean is a way to ensure the usefulness of data (V. Raman and J. M. Hellerstein, Potter's wheel: An interactive data cleaning system, *VLDB2001*, Roma, Italy).

Different from the other notions of dimension like that in SVM (C. Cortes and V. Vapnik, Support-Vector Networks. *Machine Learning*, 20(3)(1995) 273-297), dimension in RSM is a classification tree that can be mapped into an ontology hierarchy. The structure of the dimension in RSM reflects generalization and specialization on resources.


A schema mechanism of the Semantic Link Network was suggested (H. Zhuge and Y. Sun, The schema theory for semantic link network. *Future Generation Computer Systems*, 26(3)(2010)408-420). If the physical characteristics of complex network such as the diameter and centrality can be considered, the schema can better reflect the nature of network. Further, it will be much better if the schema can adapt itself according to the change of network. We can image that a large-scale complex network of resources can be operated like database if an appropriate schema can be found. The classification-based Resource Space Model is likely to help implement this idea and support faced navigation on the network.
3.10 Extension of the Resource Space Model

3.10.1 Formalizing resource space

Let $O$ be a domain terminology set, with a mapping from $O$ onto the domain ontology that explains the domain’s semantics. The resource space can be formalized as follows.

**Definition 3.10.1** Let $S = 2^O$ be the power set of $O$. The resource space defined on $O$ is represented as $RS(X_1, X_2, ..., X_n)$, where $RS$ is the name of the space and $X_i = \{C_{i1}, C_{i2}, ..., C_{ip}\}$ is an axis, $1 \leq i \leq n$, $C_{ij}$ is the root of the hierarchical structure of coordinates on $X_i$, $C_{ij} = \{<V_{ij}, E_{ij}> | V_{ij}$ is the set of coordinates, $E_{ij}$ is the set of relations from coordinate $v_i \in V_{ij}$ to $v_s \in V_{ij}$ such that $R(v_i) \supseteq R(v_s)\}$, $1 \leq j \leq p$, where $R(v)$ is a class of resources represented by $v$. Every point in $RS$ is an element of the Cartesian product $X_1 \times X_2 \times ... \times X_n$, represented as $p(x_1, x_2, ..., x_n)$.

Tuples of relational data models reflect the attributes of entities. In the RSM, $x_i$ in a point $p(x_1, x_2, ..., x_n)$ reflects partitioning resources from one axis. Resources represented by a point $p(x_1, x_2, ..., x_n) \in RS$ can be represented as $R(p(x_1, x_2, ..., x_n)) = R(x_1) \cap R(x_2) \cap ... \cap R(x_n)$, where $R(x_i)$ is a class of resources represented by $x_i$, $1 \leq i \leq n$.

3.10.2 Resource space schemas and normal forms

A resource space schema formally describes a resource space. The major task in the logical design of a space is to specify its schema, and to define the axes and coordinates.

Application domains require that resources in a space schema satisfy certain integrity constraints. The schema should satisfy all these constraints, so it is defined as follows:

**Definition 3.10.2** A resource space schema is a 5-tuple: $RS<A, C, S, dom>$, where
(1) \( RS \) is the space name;
(2) \( A = \{X_i | 1 \leq i \leq n\} \) is the set of axes;
(3) \( C = \{C_{ij} | C_{ij} \in X_i, 1 \leq i \leq n\} \) is the set of coordinates;
(4) \( S \) is the power set of the domain ontology \( O \); and,
(5) dom is the mapping from the axes \( A \) and coordinates \( C \) into \( S \), dom: 
\( A \times C \rightarrow S \), for any axis \( X_i = \{C_{i1}, C_{i2}, ..., C_{ip}\}, \ dom(X_i, C_{ij}) \in S \), where \( 1 \leq i \leq n \) and \( 1 \leq j \leq p \).

In applications, (4) and (5) should be determined before the schema is designed, so that the schema can be simplified as a triple: \( RS < A, C > \).

The schema is relatively stable, while resource spaces can be dynamic due to the resource operations on the space. The design of a resource space is to determine its schema.

An axis with hierarchical coordinates can be transformed into an axis with flat coordinates if only the leaf nodes of each hierarchy are considered. Here we discuss only the flat case, and assume that an \( RS \) is always in \( 2NF \). The equivalent definitions of the normal forms can be given.

For the space \( RS(X_1, X_2, ..., X_n) \), we use \( R(X_i) \) to denote resources represented by axis \( X_i \), where \( X_i = \{C_{i1}, C_{i2}, ..., C_{ip}\}, 1 \leq i \leq n. \)
\( R(X_i) = R(C_{i1}) \cup R(C_{i2}) \cup ... \cup R(C_{ip}). \) First, we define fine classification.

**Lemma 3.10.1** For two axes \( X_i = \{C_{i1}, C_{i2}, ..., C_{ip}\} \) and \( X_j = \{C_{j1}, C_{j2}, ..., C_{jq}\} \) of the space \( RS \), if \( R(X_i) = R(C_{i1}) \cup R(C_{i2}) \cup ... \cup R(C_{ip}) \) and \( R(X_j) = R(C_{j1}) \cup R(C_{j2}) \cup ... \cup R(C_{jq}) \) hold.

From this we can redefine the notion of orthogonality.

**Lemma 3.10.2** For two axes \( X_i = \{C_{i1}, C_{i2}, ..., C_{ip}\} \) and \( X_j = \{C_{j1}, C_{j2}, ..., C_{jq}\} \) in the space \( RS \), \( X_j \perp X_i \iff R(X_j) \subseteq R(X_i) \).

**Proof:** The lemma is approved as follows:
(1) If $X_j \perp X_i$, then we have $X_j/X_i$ and $X_i/X_j$ from the definition of orthogonality. From lemma 3.10.1 we have $R(X_j) \subseteq R(X_i)$ and $R(X_i) \subseteq R(X_j)$. So, $R(X_i) = R(X_j)$.

(2) If $R(X_j) = R(X_i)$, then $R(X_j) \subseteq R(X_i)$ and $R(X_i) \subseteq R(X_j)$. From lemma 3.10.1, we have $X_j/X_i$ and $X_i/X_j$. That means $X_j \perp X_i$. From (1) and (2), we have $X_j \perp X_i$ if and only if $R(X_j) = R(X_i)$. □

The above lemma indicates that “two axes are orthogonal” is equivalent to that the expression ability of two axes is the same.

Clearly $X_i \perp X_j$ if and only if $X_j \perp X_i$, which means the orthogonal operation $\perp$ is symmetrical. From all this follows a new proof of the transitivity of fine classification and the orthogonal operation.

**Theorem 3.10.1** The fine classification and orthogonal operations are transitive.

**Proof:** From Lemma 3.10.1 and Lemma 3.10.2, we can get $X_j/X_i \iff R(X_j) \subseteq R(X_i)$ and $X_i/X_j \iff R(X_i) = R(X_j)$. Because the set operations “$\subseteq$” and “$=$” are transitive, fine classification and the orthogonal operation is transitive. □

From this follows the definition of the third normal form.

**Theorem 3.10.2** For space $RS(X_1, X_2, \ldots, X_n)$, $RS$ is in 3NF $\iff R(X_1) = R(X_2) = \ldots = R(X_n)$, that is, every axis $X_i$ can retrieve all the resources in $RS$.

**Proof:** Proof includes the following two aspects:

(1) If $RS$ is in 3NF, then $X_1 \perp X_2 \perp \ldots \perp X_n$. From Lemma 3.10.2, $R(X_1) = R(X_2) = \ldots = R(X_n)$.

(2) Similarly, if $R(X_1) = R(X_2) = \ldots = R(X_n)$, we get $X_1 \perp X_2 \perp \ldots \perp X_n$, and because $\perp$ is both transitive and symmetrical, then, for any two axes $X_i$ and $X_j$ in $RS$, $X_i \perp X_j$. That means $RS$ is in 3NF.

From (1) and (2), it follows that $RS$ is in 3NF $\iff R(X_1) = R(X_2) = \ldots = R(X_n)$. □
Theorem 3.10.2 can be restated as a definition of the 3NF.

Beyond the three normal forms, other normal forms of the resource space schema can be defined for the convenience of partitioning and other operations.

**Definition 3.10.3 (2+NF)** A space $RS(X_1, X_2, \ldots, X_n)$ is in 2+NF, if it is in 2NF and $X_2/X_1, X_3/X_2, \ldots, X_n/X_{n-1}$.

The above definition means $R(X_1) \subseteq R(X_2) \subseteq \ldots \subseteq R(X_n)$ from Lemma 3.10.1. If $RS$ is in 2+NF, then, because fine classification / is transitive, we have: for every two axes $X_i$ and $X_j$, $1 \leq i \neq j \leq n$, either $X_i/X_j$ or $X_j/X_i$. So / is a full ordering on the set $\{X_1, X_2, \ldots, X_n\}$. On the other hand, it is obvious that if / constitutes a full ordering on the axes of $RS$, then $RS$ is in 2+NF. In the following, we discuss the properties of the 2+NF under the operations on resource spaces.

**Corollary 3.10.1** For two spaces $RS_1$ and $RS_2$, let $RS_1 \cdot RS_2 \Rightarrow RS$. Then, although both $RS_1$ and $RS_2$ are 2+NF, $RS$ needs not be in 2+NF.

**Proof:** Suppose $RS_1 = \{X_1, X_2\}$ and $RS_2 = \{Y_1, Y_2\}$, where $X_i$ and $Y_i$ are axes and satisfy $X_2/X_1$, $Y_2/Y_1$ and $X_2 = Y_2$. Then, we can join $RS_1$ and $RS_2$. Let $RS_1 \cdot RS_2 \Rightarrow RS$, so that $RS = \{X_1, X_2, Y_1\}$.

1. If either $R(X_1) \subseteq R(Y_1)$ or $R(Y_1) \subseteq R(X_1)$, either $R(X_2) \subseteq R(X_1) \subseteq R(Y_1)$ or $R(X_2) \subseteq R(Y_1) \subseteq R(X_1)$. From Definition 3.10.3, $RS$ is in 2+NF.

2. Otherwise, if both $R(X_1) \subseteq R(Y_1)$ and $R(Y_1) \subseteq R(X_1)$ are false, then neither $Y_1/X_1$ nor $X_1/Y_1$. Since / is a full order on the axes of $RS$, if $RS$ is in 2+NF then $RS$ is not in 2+NF, a contradiction.

Therefore, from (1) and (2), $RS$ is in 2+NF. □

Corollary 3.10.1 tells us that 2+NF does not persist under the Join operation. But if we add some conditions, 2+NF will persist.
Corollary 3.10.2 (Join) Let \( RS_1 = \{ X_1, X_2, \ldots, X_n \} \) and \( RS_2 = \{ Y_1, Y_2, \ldots, Y_m \} \) be two 2\(^{\prime}\)NF resource spaces, and \( RS_1 \cdot RS_2 \Rightarrow RS \). If \( Y_1 = X_n \) or \( X_1 = Y_m \), then \( RS \) is in 2\(^{\prime}\)NF.

Proof: (1) If \( X_1 = Y_m \), then from \( RS_1 \cdot RS_2 \Rightarrow RS \), we have \( RS_2 = \{ Y_1, Y_2, \ldots, Y_{m-1}, X_1, X_2, \ldots, X_n \} \). Since \( RS_1 \) and \( RS_2 \) are in 2\(^{\prime}\)NF, we have \( X_n/X_{n-1}/\ldots/X_2/X_1 \) and \( Y_m/Y_{m-1}/\ldots/Y_2/Y_1 \), then, from the transitivity of / we have: \( X_n/X_{n-1}/\ldots/X_2/X_1 = Y_m/Y_{m-1}/\ldots/Y_2/Y_1 \). From definition 3.10.3, \( RS \) is in 2\(^{\prime}\)NF. (2) Also, if \( Y_1 = X_n \), \( RS \) is in 2\(^{\prime}\)NF for the same reason as (1).

Corollary 3.10.3 If \( RS \Rightarrow RS_1 \cdot RS_2 \), and \( RS \) is in 2\(^{\prime}\)NF, then \( RS_1 \) and \( RS_2 \) are also in 2\(^{\prime}\)NF.

Proof: Suppose \( RS = \{ X_1, X_2, \ldots, X_n \} \). Because \( RS \) is in 2\(^{\prime}\)NF, and / is a full ordering on \( RS \), and \( RS \Rightarrow RS_1 \cdot RS_2 \), then the axes of \( RS_1 \) are a subset of the axes \( RS \), so / is also a full ordering on the axes of \( RS_1 \), and \( RS_1 \) is in 2\(^{\prime}\)NF. For the same reason, \( RS_2 \) is also in 2\(^{\prime}\)NF.

Corollary 3.10.3 tells that 2\(^{\prime}\)NF persists under the operation Separate. From the definitions of Join and Separate, we can get \( RS_1 \cdot RS_2 \Rightarrow RS \) if and only if \( RS \Rightarrow RS_1 \cdot RS_2 \). Then, from corollary 3.10.3, we have the following corollary.

Corollary 3.10.4 For resource spaces \( RS_1 \) and \( RS_2 \), let \( RS_1 \cdot RS_2 \Rightarrow RS \). If either \( RS_1 \) or \( RS_2 \) is not in 2\(^{\prime}\)NF, then \( RS \) is not in 2\(^{\prime}\)NF.

From the above corollaries, we can get the following:

Corollary 3.10.5 If \( RS \Rightarrow RS_1 \cdot RS_2 \), and \( RS \) is not in 2\(^{\prime}\)NF, then either \( RS_1 \) or \( RS_2 \) or both could be in 2\(^{\prime}\)NF.

Corollary 3.10.6 For resource spaces \( RS_1 \) and \( RS_2 \), let \( RS_1 \cup RS_2 \Rightarrow RS \). Then, if \( RS_1 \) and \( RS_2 \) are in 2\(^{\prime}\)NF, \( RS \) is in 2\(^{\prime}\)NF.
**Proof:** Suppose \( RS_1 = \{X_1, X_2, \ldots, X_n\} \) satisfies \( X_p/X_{p+1}/\ldots/X_n/X_1 \), and \( RS_2 = \{Y_1, Y_2, \ldots, Y_n\} \) satisfies \( Y_p/Y_{p+1}/\ldots/Y_n/Y_1 \). Since \( RS_1 \cup RS_2 \Rightarrow RS \), \( RS_1 \) and \( RS_2 \) have \( n-1 \) common axes and one different axis. Suppose that \( X_i = Y_i, 1 \leq i \neq k \leq n \), and \( X_k \neq Y_k \). Then, \( RS = \{X_1, \ldots, (X_k \cup Y_k), \ldots, X_n\} \).

Because \( X_{k+1}/X_k/X_{k+1} \) and \( X_k+1 = Y_{k+1}/Y_k/Y_{k+1} = X_k+1 \), from Lemma 3.10.1, we have: \( R(X_{k+1}) \supseteq R(X_k) \supseteq R(X_{k+1}) \) and \( R(X_{k+1}) \supseteq R(Y_k) \supseteq R(X_{k+1}) \).

So, \( R(X_{k+1}) \supseteq (R(X_k) \cup R(Y_k)) \supseteq R(X_{k+1}) \), which means \( R(X_{k+1}) \supseteq R(X_k \cup Y_k) \supseteq R(X_{k+1}) \). From Lemma 3.10.1 \( X_k+1/(X_k \cup Y_k)/X_k+1/\ldots/X_1 \), hence \( RS \) is in 2\(^{\prime}\)NF. 

This corollary tells us that 2\(^{\prime}\)NF persists under the Merge operation.

**Corollary 3.10.7** Let \( RS \Rightarrow RS_1 \cup RS_2 \). Although \( RS \) is in 2\(^{\prime}\)NF, neither \( RS_1 \) nor \( RS_2 \) need be in 2\(^{\prime}\)NF.

**Proof:** Suppose \( RS = \{X_1, X_2, X_3\}, X_3/X_2/X_1 \) and \( X_2 = X_2' \cup X_2'' \). Then, \( RS_1 = \{X_1, X_2', X_3\} \) and \( RS_2 = \{X_1, X_2'', X_3\} \).

1. If either \( R(X_3) \subseteq R(X_2') \) or \( R(X_3) \subseteq R(X_2) \), then, we have: either \( R(X_3) \subseteq R(X_2') \subseteq R(X_1) \) or \( R(X_2') \subseteq R(X_3) \subseteq R(X_1) \) respectively. From Definition 3.10.4, we have: \( RS_1 \) is in 2\(^{\prime}\)NF.

2. Otherwise if neither \( R(X_3) \subseteq R(X_2') \) nor \( R(X_2') \subseteq R(X_3) \), then neither \( X_3/X_3' \) nor \( X_3/X_3'' \). Since / is a full ordering on the axes of \( RS_1 \), if \( RS_1 \) is 2\(^{\prime}\)NF then \( RS_1 \) is not in 2\(^{\prime}\)NF.

According to (1) and (2), \( RS_1 \) need not be in 2\(^{\prime}\)NF. For the same reason, \( RS_2 \) needs not be in 2\(^{\prime}\)NF. 

Corollary 3.10.7 tells us that the 2\(^{\prime}\)NF does not persist under the Split operation. From Corollary 3.10.7 we have the next corollary.

**Corollary 3.10.8** Let \( RS \Rightarrow RS_1 \cup RS_2 \), let \( RS \) be in 2\(^{\prime}\)NF, and let \( RS = \{X_1, \ldots, X_k, X_{k+1}, \ldots, X_n\} / X_p/X_{p+1}/\ldots/X_n/X_1, X_k = X_k' \cup X_k'', RS_1 = \{X_1, \ldots, X_k, X_k', X_{k+1}, \ldots, X_n\}, \) and \( RS_2 = \{X_1, \ldots, X_k, X_k'', X_{k+1}, \ldots, X_n\}, \) if \( X_{k+1}/X_k/X_{k+1} \), then \( RS_1 \) is in 2\(^{\prime}\)NF, and if \( X_{k+1}/X_k'/X_{k+1} \), then \( RS_2 \) is in 2\(^{\prime}\)NF.
From these three corollaries, we have the following:

**Corollary 3.10.9** For two spaces $RS_1$ and $RS_2$, let $RS_1 \cup RS_2 \Rightarrow RS$. Although neither $RS_1$ nor $RS_2$ is in $2^{\text{NF}}$, $RS$ could be.

**Corollary 3.10.10** Let $RS \Rightarrow RS_1 \cup RS_2$. Although $RS$ is not in $2^{\text{NF}}$, either $RS_1$ or $RS_2$ or both could be.

The $2^{\text{NF}}$ is the weakened form of the $3\text{NF}$. We can also define a strengthened form of the $3\text{NF}$ as follows:

**Definition 3.10.4** A space $RS(X_1, X_2, \ldots, X_n)$ is $4\text{NF}$ if it is a $3\text{NF}$, and for any point $p(x_1, x_2, \ldots, x_n) \in RS$, $R(p(x_1, x_2, \ldots, x_n)) = R(x_1) \cap R(x_2) \cap \ldots \cap R(x_n) \neq \Phi$.

Because a $4\text{NF}$ space is also in a space $3\text{NF}$, it has the same properties as $3\text{NF}$ in a space under resource space operations.

### 3.10.3 Topological properties of resource spaces

If we define a distance between two points in an $n$ dimensional space $RS(X_1, X_2, \ldots, X_n)$, then the distance can be used to define a topological space. We focus on the $2\text{NF}$ space, and first define a distance $d$ on axis $X_i$, $1 \leq i \leq n$, then construct from $d$ a distance $D$ on the whole space $RS$.

For a given set $G$, if there exists a function $d: G \times G \rightarrow \mathbb{R}^+$, where $\mathbb{R}^+$ represents the set of non-negative real numbers, then $d$ is called a distance on $G$ if it satisfies the following three axioms:

**Axiom 1.** $d(g_1, g_2) = 0 \iff g_1 = g_2$.

**Axiom 2.** $d(g_1, g_2) = d(g_2, g_1)$.

**Axiom 3.** $d(g_1, g_2) \leq d(g_1, g_3) + d(g_3, g_2)$, for any $g_1, g_2$ and $g_3 \in G$.

For an axis $X = \{C_1, C_2, \ldots, C_n\}$, $C_i$ is a coordinate hierarchy denoted as $<V_i, E_i>$, where $V_i$ is a set of sub-coordinates, and $E_i$ is the subclass.
relation between sub-coordinates. We define the function $d$ on $X$ as follows.

**Definition 3.10.5** For points $x_1$ and $x_2$ on axis $X$,

$$d(x_1, x_2) = \begin{cases} 
0, & \text{if } x_1 = x_2, \\
\infty, & \text{if } x_1 \in V_i, x_2 \in V_j \text{ and } i \neq j, \\
\min\{\text{length}(\Gamma) | \Gamma = (x_{j_1}^i, x_{j_1}^{i'}, \ldots, x_{j_n}^{i'}) \} & \text{if } x_i \text{ and } x_2 \in V_i, \text{ and } x_i \neq x_2.
\end{cases}$$

where $<x_j,x_j'>, <x_j',x_{j+1}'>, <x_{m'}',x_2'> \in E_j, 1 \leq j \leq m-1$, $\text{length}(\Gamma)$ is the length of the path $\Gamma$ with a weight on each link. And, we make a reasonable assumption: if $x_1$ and $x_2 \in V_i$ and $x_1 \neq x_2$, there is a path $\Gamma = (x_1, x_i', \ldots, x_k', x_2)$ from $x_1$ to $x_2$. So $d(x_1, x_2) < \text{length}(\Gamma) < \infty$.

**Theorem 3.10.3** $d$ is a distance on axis $X$.

In the following, we first give the definition of function $D$ on $RS$, and then prove that it is a distance on $RS$.

**Definition 3.10.6** For any two points $p_1(x_1, x_2, \ldots, x_n)$ and $p_2(y_1, y_2, \ldots, y_n)$ in the space $RS(X_1, X_2, \ldots, X_n)$, we define

$$D(p_1, p_2) = \left( \sum_{i=1}^{n} d(x_i, y_i) \right)^{\frac{1}{2}},$$

where $d$ is the distance on axis $X_i, 1 \leq i \leq n$.

**Theorem 3.10.4** $D$ is a distance on $RS$.

So the space $RS(X_1, X_2, \ldots, X_n)$ is a metric space $(RS, D)$ with distance $D$. The distance $D$ in $RS$ defines a discrete topological space $(RS, \rho)$. The following discusses the properties of the topological space $(RS, \rho)$. 

According to the definition of distance \( d \), we have \( d(x_1, x_2) < \infty \Leftrightarrow x_1 \) and \( x_2 \) belong to the same coordinate hierarchy.

**Definition 3.10.7** For two points \( p_1(x_1, x_2, \ldots, x_n) \) and \( p_2(y_1, y_2, \ldots, y_n) \) in the resource space \( RS \), \( p_1 \) is said to be linked to \( p_2 \) if \( D(p_1, p_2) < \infty \). For a set of points \( P \) in \( RS \), \( P \) is called a linked branch if for any two points \( p_i \) and \( p_j \) in \( P \) \((i \neq j)\), \( p_i \) is linked to \( p_j \).

From Definition 3.10.7 comes the following corollary.

**Corollary 3.10.11** In a space \( RS(X_1, X_2, \ldots, X_n) \), if a set of points \( P \) constitutes a linked branch, then for any two points \( p_1(x_1, x_2, \ldots, x_n) \) and \( p_2(y_1, y_2, \ldots, y_n) \) in \( P \), \( x_i \) and \( y_i \) \((1 \leq i \leq n)\) belong to the same coordinate hierarchy.

**Proof:** If \( P \) is a linked branch, then for any two points \( p_1(x_1, x_2, \ldots, x_n) \) and \( p_2(y_1, y_2, \ldots, y_n) \) in \( P \), \( D(p_1, p_2) < \infty \). Since

\[
D(p_1, p_2) = \left( \sum_{i=1}^{n} d^2(x_i, y_i) \right)^{\frac{1}{2}},
\]

we can get \( d(x_i, y_i) < \infty \), \( 1 \leq i \leq n \). Hence, \( x_i \) and \( y_i \) belong to the same coordinate hierarchy. \( \square \)

Corollary 3.10.11 tells us the following rules:

*If two points in a space are linked to each other, then their corresponding coordinates belong to the same coordinate hierarchy.*

It is obvious that the connective relation (denoted by \( \sim \)) is an equivalent relation on the topological space \( RS \). So, \( RS/\sim \) is a quotient space of \( RS \). The next corollary describes the structure of the quotient space \( RS/\sim \).

**Corollary 3.10.12** The quotient space \( RS/\sim \) =
\{ p'(C_{i1}^1, C_{i2}^2, \ldots, C_{in}^n) \mid C_{ik}^k \text{ is a root coordinate on axis } X_k \text{ in } RS(X_1, X_2, \ldots, X_n), 1 \leq k \leq n \}, \text{ where } p'(x_1, x_2, \ldots, x_n) \text{ in } RS/\sim \text{ is the linked branch including point } p(x_1, x_2, \ldots, x_n) \text{ in } RS.\]

**Proof:** Proof consists of the following two aspects:

(1) It is clear that any point \( p'(C_{i1}^1, C_{i2}^2, \ldots, C_{in}^n) \) is in \( RS/\sim \). So \( RS/\sim \supseteq \{ p'(C_{i1}^1, C_{i2}^2, \ldots, C_{in}^n) \mid C_{ik}^k \text{ is a root coordinate on axis } X_k \text{ in } RS \}. \)

(2) For any point \( p(x_1, x_2, \ldots, x_n) \) in \( RS(X_1, X_2, \ldots, X_n) \), from Corollary 3.8.11, we get that there exists a root coordinate \( C_{i1}^1 \) on axis \( X_1, \ldots, X_n \) such that \( x_1 \) is in \( C_{i1}^1 \), \ldots, and \( x_n \) is in \( C_{in}^n \). So \( p(x_1, x_2, \ldots, x_n) \) is in the linked branch of \( p'(C_{i1}^1, C_{i2}^2, \ldots, C_{in}^n) \), which means \( p(x_1, x_2, \ldots, x_n) = p(C_{i1}^1, C_{i2}^2, \ldots, C_{in}^n) \). Then, we have \( RS/\sim \subseteq \{ p'(C_{i1}^1, C_{i2}^2, \ldots, C_{in}^n) \mid C_{ik}^k \text{ is a root coordinate on axis } X_k \text{ in } RS \}. \)

From (1) and (2), \( RS/\sim = \{ p'(C_{i1}^1, C_{i2}^2, \ldots, C_{in}^n) \mid C_{ik}^k \text{ is a root coordinate on axis } X_k \text{ in } RS(X_1, X_2, \ldots, X_n), 1 \leq k \leq n \}. \)

In the quotient space \( RS/\sim \), we can define a distance \( D_\sim \) on \( RS/\sim \) as induced from the distance \( D \) on \( RS \). \( D_\sim(p_1', p_2') = \min \{ D(p_1, p_2) \mid p_1 \in p_1', \text{ and } p_2 \in p_2' \} \), where \( p_1' \) and \( p_2' \) represent the linked branches including \( p_1 \) and \( p_2 \) respectively. Then, for any \( p_1', p_2' \in RS/\sim, p_1' \neq p_2', D_\sim(p_1', p_2') = \infty \), \( D_\sim(p_1', p_1') = 0 \), which means that \( RS/\sim \) is a discrete topological space with the distance \( D_\sim \) on it.

The resource space \( RS \) enables us to locate resources by coordinates. The quotient space \( RS/\sim \) enables us to search in a more abstract space.

**Theorem 3.10.5** A point exists in \( RS \) if and only if it belongs to a point of \( RS/\sim \).

**Proof:** Proof consists of the following two aspects:

(1) For a \( p(x_1, x_2, \ldots, x_n) \) in \( RS \), from Corollary 3.10.12, there exists \( p'(C_{i1}^1, C_{i2}^2, \ldots, C_{in}^n) \) in \( RS/\sim \) such that \( p(x_1, x_2, \ldots, x_n) \) is in the linked
branch of \( p' (C_{i1}^1, C_{i2}^2, \cdots, C_{in}^n) \). So \( p(x_1, x_2, \ldots, x_n) \) belongs to a point of \( RS/\sim \).

(2) Suppose \( p(x_1, x_2, \ldots, x_n) \) belongs to a point \( p'(x_1, x_2, \ldots, x_n) \) in \( RS/\sim \). From Corollary 3.10.12, all the points in the linked branch \( p'(x_1, x_2, \ldots, x_n) \) are in \( RS \), so \( p(x_1, x_2, \ldots, x_n) \) exists in \( RS \).

From (1) and (2), we can infer that a point is in \( RS \) if and only if it also belongs to a point in \( RS/\sim \). □

This theorem provides a top-down refinement search strategy for a large-scale space:

*From the quotient space down to the resource space.*

The strategy also ensures that all resources in space \( RS \) can be found through \( RS/\sim \).

### 3.11 Integrity Constraints for the Resource Space Model

The integrity constraints for the RSM are of four kinds: *entity, membership, referential* and *user-defined*. These work together so that the RSM can correctly and efficiently specify and manage resources.

#### 3.11.1 Entity integrity constraints

In relational databases, keys play a fundamental role in the data model and in conceptual design. They enable tuples to refer to one another and ensure that operations can accurately locate tuples.

As a coordinate system, naturally the RSM supports precise resource location. However, it is not always necessary to have the user painstakingly specify all the coordinates of a point, especially when an axis is added. The RSM needs better resource location.
**Definition 3.11.1.** Let $p \cdot X_i$ be the coordinate of $p$ at axis $X_i$ in $RS(X_1, X_2, \ldots, X_n)$, that is, the projection of $p$ on $X_i$. If $p_1 \cdot X_i = p_2 \cdot X_i$ for $1 \leq i \leq n$, then we say that $p_1$ is equal to $p_2$, denoted by $p_1 \equiv p_2$.

Using this definition, a *candidate key* of the RSM can be defined as follows.

**Definition 3.11.2.** Let $CK$ be a subset of $(X_1, X_2, \ldots, X_n)$, and let $p_1$ and $p_2$ be non-null points in $RS(X_1, X_2, \ldots, X_n)$. $CK$ is called a candidate key of $RS$ if we can derive $p_1 \equiv p_2$ from $p_1 \cdot X_i = p_2 \cdot X_i$, where $X_i \in CK$.

A candidate key is specific enough to identify non-null points of a given space.

The *primary key* is a candidate key specified by the designer of the space. The axes of the primary key are called *primary axes*.

**Point constraint.** If axis $X$ is a primary axis of the space $RS$, then no $X$ coordinate of any point in $RS$ should be null.

This constraint is used to ensure that primary keys can distinguish non-null points in a given space. One type of null value is “at present unknown”.

In the RSM one can infer some keys from the presence of others. This is of great importance in query optimization, especially when creating new spaces. Inference rules for candidate keys come from the following four theorems.

**Theorem 3.11.1.** If a set of axes $CK$ is a candidate key of the space $RS$, then any axis set that includes $CK$ is also a candidate key of $RS$.

From the definition of Join we have the following theorem.

**Theorem 3.11.2.** Let $RS_1$ and $RS_2$ be two spaces which can be joined to produce a new space $RS$. If $CK_1$ and $CK_2$ are candidate keys of $RS_1$ and $RS_2$ respectively, then $CK = CK_1 \cup CK_2$ is a candidate key of $RS$. 
From the definition of Merge we have the following theorem.

**Theorem 3.11.3.** Let $RS_1$ and $RS_2$ be two spaces that can be merged into one space $RS$. Let $X_1$ and $X_2$ be two different axes of $RS_1$ and $RS_2$ respectively, and let $X_c = X_1 \cup X_2$. If $CK_1$ and $CK_2$ are candidate keys of $RS_1$ and $RS_2$ respectively, then $CK = (CK_1 - \{X_1\}) \cup (CK_2 - \{X_2\}) \cup \{X_c\}$ is a candidate key of $RS$.

From the definition of Split we have the following theorem.

**Theorem 3.11.4.** Let $RS_1$ and $RS_2$ be two spaces created by splitting the space $RS$. Suppose that the axis $X_c$ of $RS$ is split into $X_1$ and $X_2$ belonging to $RS_1$ and $RS_2$ respectively. Let $CK$ be a candidate key of $RS$. If $X_c \notin CK$, let $CK_1 = CK_2 = CK$, otherwise let $CK_1 = CK - \{X_c\} \cup \{X_1\}$ and $CK_2 = CK - \{X_c\} \cup \{X_2\}$. Then $CK_1$ and $CK_2$ are candidate keys of $RS_1$ and $RS_2$ respectively.

**Proof.** Let $A$ be the set of all axes of $RS$ and $A_1$ be the set of all axes of $RS_1$. Assuming that $CK_1$ is not a candidate key of $RS_1$, there must be two non-null points $p_1$ and $p_2$ in $RS_1$ which satisfy both $(\forall X \in CK_1) (p_1.X = p_2.X)$ and $(\exists X' \in A_1) (p_1.X' \neq p_2.X')$. Let $p_1'$ and $p_2'$ in $RS$ have the same coordinate values as $p_1$ and $p_2$ respectively. Clearly, $(\forall X \in CK) (p_1'.X = p_2'.X)$ if $CK_1 = CK$ or $CK_1 = CK - \{X_c\} \cup \{X_1\}$.

1. When $CK_1 = CK$, if $X' \neq X_1$, then $p_1'.X' \neq p_2'.X'$, otherwise $p_1'.X_c \neq p_2'.X_c$.
2. When $CK_1 = CK - \{X_c\} \cup \{X_1\}$, then $X' \neq X_1$. So $p_1'.X' \neq p_2'.X'$.

From (1) and (2), $p_1'.X \neq p_2'.X$. Clearly, this conclusion contradicts the assumption that $CK$ is a candidate key of $RS$. So, $CK_1$ is a candidate key of $RS_1$. Similarly, we can prove that $CK_2$ is a candidate key of $RS_2$. $\square$

In resource space systems, there are often spaces created by join, merge and split operations. Theorems 3.10.2, 3.10.3 and 3.10.4 provide an efficient means of deriving candidate keys of these spaces.
In the RSM, a resource entry denoted by a 3-tuple $Resource\_Entry<$ID, Index, Description$>$ is used to index into a resource representation layer. The $ID$ field is used to specify the entries at a given point. Two entries at different points could have the same $ID$. The $Index$ field is the index data linked to the representation layer. Description of resources concerns internal semantics and external semantics. To facilitate operations on resources, the $Description$ can simply use a set of attributes to reflect a resource, while leave the detailed descriptions to the representation layer. In the following discussion, $re\cdot ID$, $re\cdot index$ and $re\cdot SD$ denote the $ID$, $index$ and $Description$ of entry $re$ respectively.

**Resource entry constraint 1.** No $ID$ should be null, and for any two entries $re_1$ and $re_2$ at the same non-null point, $re_1\cdot ID \neq re_2\cdot ID$.

This constraint requires that all entries in a given non-null point should have distinct $IDs$. This ensures that any operation can precisely locate its target entry.

**Resource entry constraint 2.** No index of an entry should be null, and for any two entries $re_1$ and $re_2$ at the same non-null point, $re_1\cdot index \neq re_2\cdot index$.

This constraint requires that:

1. every entry should include index data linking to the representation layer, and
2. no two entries at the same non-null point should have the same index data.

Otherwise, it will lead to information redundancy and unnecessary maintenance of consistency between resource entries at the same point.

The syntactic structure of the index data of entries depends on the implementation of the representation layer. For instance, an XML-based implementation of a representation layer commonly uses XPath
expressions, whereas filenames are often used for file-based implementations.

To analyze the index of a resource entry, not only the syntactic structure but also the semantics should be considered. For example, an absolute path differs from a relative path syntactically. However, these two types of paths may indicate the same data.

**Resource entry constraint 3.** The semantic description $SD$ of any entry should not be null, and no two entries $re_1$ and $re_2$ at the same non-null point should be the same or imply each other, that is, neither $re_1 \cdot SD \Rightarrow re_2 \cdot SD$ nor $re_2 \cdot SD \Rightarrow re_1 \cdot SD$.

This is the entity integrity constraint for the Description of an entry. It is optional but stricter than constraint 2. Since a $re \cdot SD$ embodies the semantic existence of an entry in a resource space, clearly $re \cdot SD$ should not be null. Furthermore, entries at a given non-null point should neither be the same nor imply each other. For example, a resource and its copies are allowed to coexist at a non-null point by constraint 2, but not by constraint 3.

### 3.11.2 The membership integrity constraint

In relational databases, a tuple can be inserted into a table only if all fields of the tuple satisfy the domain constraints of the table. So the relationship between the tuple and the table should be checked before insertion.

In the RSM, a resource space holds the classification of its resources. The existence of entry $re$ at point $p$ means that the resource indexed by $re$ belongs to the type represented by $p$. An entry can be placed at a point by the following operation:

**PLACE** $re <ID, Index, Description> \ AT \ p (C_{1,i1}, C_{2,i2}, \ldots, C_{n,in})$. 
If there were no restrictions, an entry could be placed at any point of the space. So, checking the memberships of resource entries plays an important role in the RSM.

\( R_\Delta (RS) \), \( R_\Delta (C) \) and \( R_\Delta (p) \) denote the sets of resources currently stored by space \( RS \), coordinate \( C \) and point \( p \) respectively. For any entry \( re \), if \( re \) has been placed at the point \( p \), then \( re \in R_\Delta (p) \).

**Membership constraint.** Let \( re < ID, Index, Description > \) be a resource entry. For any point \( p (C_1,i_1, C_2,i_2, ..., C_n,i_n) \) in a given space, putting \( re \) into the space should be constrained by the definition of the point \( R(p) \), that is, \( re \in R_\Delta (p) \Rightarrow re \in R(p) \).

An entry \( re \) can be placed at point \( p \) only if \( re \) belongs to the type that \( p \) represents. Constraining membership in this way can ensure correct resource classification. When a place or update operation is applied to an entry, this constraint should be checked.

### 3.11.3 Referential integrity constraints

In relational databases, it is often required that a value that appears in one relation for one set of attributes should also appear for another set of attributes in another relation. This condition is called a referential integrity constraint.

In the following discussion, three types of referential integrity constraints for the RSM are considered.

In the RSM, the basic function of an entry is to index a resource in the representation layer. For any entry \( re < ID, index, Description > \), \( re \cdot index \) is the index of the resource. Resource entry constraint 2 ensures that \( re \cdot index \) is non-null. But it cannot ensure that \( re \cdot index \) makes sense. This is mainly because modifications to entries or representation layers may cause the indices of entries to become dead links. The first referential integrity constraint is intended to eliminate dead links.
Referential constraint 1. For every entry re in a resource space system, there exists a resource in the representation layer which is referred to by its index (re·index).

The resource space layer refers to the representation layer. The above constraint ensures that re·index makes sense for any entry re. This constraint should be checked when a re is placed or a re·index updated.

When changes take place in a representation layer, this integrity should also be satisfied. The layer can be viewed as a Semantic Link Network (SLN). An SLN consists of semantic nodes and semantic links. A semantic node can be an atomic node (a piece of text or image) or complex node (another SLN). For most applications, the domain is a subset of the whole resource representation layer. This subset SLN is denoted by SLN*.

In the resource representation layer, any resource denoted by a 3-tuple Resource (ID, Description, Resource-Entry-List) can be regarded as a semantic node. The ID is the identifier of a resource in a given SLN*. It is helpful for locating the target resource. The Description is the detailed description of a resource, used to facilitate operations. The Description of a resource can be represented by an SLN. There may exist many indices (resource entries) in the resource space layer to a resource in the representation layer. The Resource-Entry-List of a resource is used to record all entries indexing this resource.

For any entry, an item of the Resource-Entry-List should include the name of its space, the coordinate of its point, and its ID. So, from the Resource-Entry-List, all corresponding entries can be obtained. In the following res·ID, res·SD and res·REL denote the ID, Description and Resource-Entry-List of resource res respectively.

There exists a variety of relations between resources. The following discussion is about the relations of similarity and inclusion. Two functions, Similarity and Inclusion, are introduced to evaluate the similarity and inclusion between resources. Similarity(res1, res2) returns a real number between 0 and 1 giving the similarity between resources.
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Inclusion \((\text{res}_1, \text{res}_2)\) returns a real number between 0 and 1 giving the degree of inclusion of resource \(\text{res}_2\) in resource \(\text{res}_1\).

For a given threshold value \(\delta\), if \(\text{Similarity} (\text{res}_1, \text{res}_2) \geq \delta\), then resources \(\text{res}_1\) and \(\text{res}_2\) are regarded as equal. And, if \(\text{Inclusion} (\text{res}_1, \text{res}_2) \geq \delta\), then \(\text{res}_2\) is viewed as a subset of \(\text{res}_1\). Both equality and inclusion between resources lead to semantic redundancy and unnecessary maintenance of consistency between resources in a given SLN\(^*\). To eliminate this redundancy, the following constraint is introduced.

**Resource redundancy constraint.** Let \(\text{res}_1\) and \(\text{res}_2\) be two resources in the SLN\(^*\). For a given threshold value \(\delta\), both \(\text{Similarity} (\text{res}_1, \text{res}_2) < \delta\) and \(\text{Inclusion} (\text{res}_1, \text{res}_2) < \delta\).

Before placing a resource in the SLN\(^*\) or after updating a resource, this constraint should be checked. In the case of placement, if the above constraint has been violated, the operation will be canceled. But suppose resource \(\text{res}_1\) is to be updated to \(\text{res}_1'\). If there already exists a resource \(\text{res}_2\) such that either \(\text{Similarity} (\text{res}_1', \text{res}_2) \geq \delta\) or \(\text{Inclusion} (\text{res}_1', \text{res}_2) \geq \delta\), the alternative actions are:

1. the update operation is canceled, or
2. after the update of \(\text{res}_1\), resource \(\text{res}_2\) is deleted.

If the second action is taken, the alternative actions are:

1. all resource entries indicated by \(\text{res}_2 \cdot \text{REL}\) are deleted, or
2. all resource entries indicated by \(\text{res}_2 \cdot \text{REL}\) are redirected to \(\text{res}_1'\).

Thus, dead links in the space layer will be avoided after the changes take place in the representation layer.

The first referential integrity constraint specifically between resource spaces relates to the join operation.
Referential constraint 2. If \( RS_1, RS_2 \) and \( RS \) are three spaces that satisfy \( RS_1 \cdot RS_2 \Rightarrow RS \), then \( R_\Delta (RS) \subset R_\Delta (RS_1) \cup R_\Delta (RS_2) \).

\( RS \) is derived from \( RS_1 \) and \( RS_2 \), and this referential constraint maintains the dependency of \( RS \) on \( RS_1 \) and \( RS_2 \). Thus, when an entry is placed in \( RS \) or removed from \( RS_1 \) or \( RS_2 \), this constraint should be checked.

The second type of referential integrity constraint applies to 3NF spaces. We first define the foreign key of the RSM.

**Definition 3.11.3.** Let \( S \) be a subset of axes of the space \( RS_1 \), but not the primary key of \( RS_1 \). If there exists another space \( RS_2 \) such that \( R(RS_1) = R(RS_2) \) and \( S \) is the primary key of \( RS_2 \), then \( S \) is called the foreign key of \( RS_1 \), \( RS_1 \) is called the referencing space of \( RS_2 \) and \( RS_2 \) is called the referenced space of \( RS_1 \).

From this definition, we have the following theorem.

**Theorem 3.11.5.** Let \( S = \{X_1, X_2, \ldots, X_m\} \) be the foreign key of the referencing space \( RS_1(X_1, X_2, \ldots, X_m, X_{m+1}, \ldots, X_n) \), and \( RS_2(X_1, X_2, \ldots, X_m, Y_{m+1}, \ldots, Y_t) \) be the corresponding referenced space. For two non-null points \( p(C_1, C_2, \ldots, C_m, C_{m+1}, \ldots, C_n) \) and \( p'(C_1, C_2, \ldots, C_m, C'_m, \ldots, C'_t) \) in \( RS_1 \) and \( RS_2 \) respectively, \( R(p) \subset R(p') \).

This theorem indicates the inclusion relationship between points in the referencing space and their counterparts in the referenced space. The next constraint aims to maintain the legal referential relationship between the referencing space and its referenced space.

Referential constraint 3. Let \( S = \{X_1, X_2, \ldots, X_m\} \) be the foreign key of the referencing space \( RS_1(X_1, X_2, \ldots, X_m, X_{m+1}, \ldots, X_n) \), and \( RS_2(X_1, X_2, \ldots, X_m, Y_{m+1}, \ldots, Y_t) \) be the corresponding referenced space. For two non-null points \( p(C_1, C_2, \ldots, C_m, C_{m+1}, \ldots, C_n) \) and \( p'(C_1, C_2, \ldots, C_m, C'_m, \ldots, C'_t) \) in \( RS_1 \) and \( RS_2 \) respectively, \( R_\Delta(p) \subset R_\Delta(p') \).
This constraint ensures that if an entry \( re \) appears at a certain point \( p \) in the referencing space, then \( re \) must exist as the counterpart of \( p \) in the referenced space.

### 3.11.4 User-defined integrity constraints

Any resource space system should conform to the entity, membership and referential integrity constraints. In specific applications, different space systems should obey certain context-relevant constraints. These constraints are called user-defined integrity constraints. The following introduces three frequently used types of user-defined constraints. Two spaces shown in Fig. 3.11.4 are used to illustrate these constraints.

In Fig. 3.11.4 (a), the resource space \( \text{Salary-Post} \) is used to hold data about employees. Every point classifies these employees by their salary and post. In Fig. 3.11.4 (b), \( \text{Keeper-Warehouse} \) is used to hold data about goods. Each point of \( \text{Keeper-Warehouse} \) classifies these goods by their keeper and warehouse.

![Fig. 3.11.4 Examples of bidimensional resource spaces.](image_url)
User-defined constraints require the attribute values in the resource description to satisfy some rules. The function $\text{GetAttribute}(re, \text{attr})$ returns the value of attribute $\text{attr}$ specified in the Description of the entry $re$. The Boolean function $\text{JudgeRelation}(\text{operand}_1, \text{operand}_2, \text{relational-operator})$ judges whether $\text{operand}_1$ and $\text{operand}_2$ satisfy the relation specified by $\text{relational-operator}$. This constraint can be described as follows:

$$<\text{Constraint expression}> ::=$$

$$\text{JudgeRelation}(\text{GetAttribute}(re, \text{attr}), \text{user-defined-constant-value}, <\text{Relational-Op}>) |$$
$$<\text{Constraint expression}> \lor <\text{Constraint expression}> |$$
$$<\text{Constraint expression}> \land <\text{Constraint expression}> |$$
$$\neg<\text{Constraint expression}>;$$

$$<\text{Relational-Op}> ::= < | > | = | \leq | \geq | \neq.$$ 

Take Fig.3.11.4(a) for example. If the resource space designer requires of $\text{Salary-Post}$ that the salary per hour of any worker should not be lower than $12$ and that the salary per hour of any manager should not be lower than $50$, then this user-defined constraint for entry $re$ is:

$$( \text{JudgeRelation} (\text{GetAttribute} (re, \text{post}), \text{“worker”}, =)$$
$$\land \text{JudgeRelation} (\text{GetAttribute} (re, \text{salary per hour}), 12, \geq)) \lor$$
$$( \text{JudgeRelation} (\text{GetAttribute} (re, \text{post}), \text{“manager”}, =)$$
$$\land \text{JudgeRelation} (\text{GetAttribute} (re, \text{salary per hour}), 50, \geq)).$$

Before the entry $re$ can be placed in $\text{Salary-Post}$ or updated, the system should check whether the above constraint has been violated.
In some applications, rich semantic relations among entries should be taken into consideration. Operations on an entry may require other operations on semantically relevant entries. This type of user-defined constraint is called a resource-entry-based constraint. For example, suppose $RS$ is a space holding all the registration data about students of a school and $RS'$ is another holding all the health data of the same students. Let $re$ be the entry holding a particular student’s registration data and $re'$ be the entry holding his/her health data. The health data depend on the validity of the registration data, that is, $re' \in R_{\Delta}(RS') \rightarrow re \in R_{\Delta}(RS)$. So this constraint should be checked before $re'$ is placed or after $re$ is deleted.

As resource sets, points are often required to satisfy some application relevant rules from the viewpoint of set theory. Take Fig. 3.11.4 (b) for example. Suppose that a warehouse could have only one keeper in $Keeper$-$Warehouse$ and that each keeper is in charge of only one warehouse.

For any $K_i$, there exists at most one $W_j$ such that $R_{\Delta}(p(K_i, W_j)) \neq \emptyset$, and for any $W_m$ there exists at most one $K_n$ such that $R_{\Delta}(p(K_n, W_m)) \neq \emptyset$. We define the following function:

$$NotNull(p) = \begin{cases} 
1, & R_{\Delta}(p) \neq \emptyset \\
0, & R_{\Delta}(p) = \emptyset 
\end{cases}$$

And, use $p_{ij}$ to denote the point $p(K_i, W_j)$. Then, the formal description of this constraint is as follows:

$$\forall i (\sum_{j=1}^{3} NotNull(p_{ij}) \leq 1) \land \forall j (\sum_{i=1}^{3} NotNull(p_{ij}) \leq 1).$$
Thus, before any goods can be placed in *Keeper-Warehouse*, the system must check whether the above constraint is violated or not.

The effectiveness of resource use also depends on the users’ classifications in their mental spaces and the semantic relationships between resources. A way is to establish the “Fuzzy Resource Space Model and Platform”. Further discussion can be found in (H. Zhuge, *Journal of Systems and Software*, 73(3) (2004)389-396).

### 3.12 Storage for Resource Space and Adaptability

An efficient storage mechanism is critical for resource space systems. To store resource space is to find an appropriate way to index multidimensional and hierarchical structure so as to support various queries. There are multiple ways to implement the storage of a resource space. The following are several feasible ways.

**Making use of the storage mechanism of relational database to store resource space.** This just needs to transform resource space into relational tables. The underlying resource management mechanism is implemented by the database system. In this case, a resource space is just like a multi-dimensional classification view. However, a good resource space may not correspond to a good relational database due to their different normal form definitions. The mapping between the Resource Space Model and the relational database has been introduced in “Resource Space Model, OWL and Database: Mapping and Integration” (H.Zhuge, et al., *ACM Transactions on Internet Technology*, 8(4)(2008) article no.20).

**Making use of XML and its operation mechanisms.** The hierarchical structure supports the representation of resource space, while the efficiency of resource space operation will depend on the efficiency of XML operation mechanisms.
Making use of peer-to-peer mechanism to store resource space. This is suitable for decentralized applications. Several proposals have been proposed, e.g., in RSM-Based Gossip on P2P Network (H.Zhuge, The 7th International Conference on Algorithms and Architectures for Parallel Computing, IC3PP07, Hangzhou, China, 2007). The structured and unstructured P2P resource space systems have been introduced in The Web Resource Space Model (H.Zhuge, Springer, 2008).

Developing new indexing mechanisms to support the characteristics of the resource space. Solutions such as CTree and C*Tree have been proposed (H.Zhuge, The Web Resource Space Model, Springer, 2008; Q.Zeng and H.Zhuge, C*-tree: A Multi-Dimensional Index Structure for Resource Space Model, SKG2010). The spatial indexes like R-tree (A.Guttman, R-trees: a dynamic index structure for spatial searching, SIGMOD’84, pp.47-57) are more suitable for indexing flat and continuous dimensions. Generally, a resource space with hierarchical coordinate structure can be transformed into a hierarchical structure of spaces where the spaces at each level only have flat axes, and each low-level space corresponds to a point in a high-level resource space. This structure keeps the semantics of the original resource space but may lead to high space complexity.

An ideal RSM storage mechanism should be adaptive to the following operations on the resource space: Add, delete, or modify an axis or coordinate. That is, the change of index should be minimal when changing the structure of the space.

Multi-dimensional indexes such as RTree and R*Tree are not suitable for storing resource space directly (N. Beckmann, et. al. The R* tree: an efficient and robust index method for points and rectangles. SIGMOD, 1990, pp322-331), because there may not be meaningful order on the coordinates at the same axis, therefore the Most Minimum Rectangle is meaningless.

The following issues should be considered to effectively store a resource space.
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(1) How to store an axis, its coordinates, and the hierarchical relations? Given a coordinate (concept), all direct sub-coordinates, its direct super-coordinates, and all ancestor coordinates should be rapidly retrieved.

(2) How to quickly return all resources indicated by a given coordinate? How to support fast intersection of queries on multiple axes?

(3) How to efficiently support dynamic updating of coordinates in a resource space?

(4) How to index continuous and discrete axes and to support effective resource retrieval?

(5) How to enable the indexing mechanism to support efficient range query?

A way to implement the indexing mechanism is to integrate the following three approaches.

(1) Using RTree to index continuous axes.


(3) Using inverted table to index resources indicated by each coordinate.

Much work has been done on indexing and querying on XML data. The approach to integrating structure indexes and inverted lists was introduced (R.Kaushik, et al., SIGMOD'04, France).

An important issue is the normal form checking of a changing resource space. A resource space may need changing with the change of resources and human cognition. Changing a resource space has the following influence.

(1) Removing an axis can be regarded as the result of the disjoin operation. The normal forms of the new space can be verified by Lemma 3.3.3. This operation actually generalizes the classification
of the space. As the consequence, resources will no longer be classified by the removed axis, and the granularity of classification is enlarged.

(2) Adding an axis may break 3NF since the new axis may not be orthogonal to existing axes. Adding an axis \( X \) to a space \( S \) can be regarded as the join of \( S \) and a bi-dimensional space consisting of \( X \) and one axis in \( S \). The normal forms can be verified by Lemma 3.3.1.

(3) Removing a coordinate from a dimension will not break the 1NF, 2NF, 3NF and 4NF if the resources on the coordinates can be appropriately moved to the rest coordinates or put into an undefined coordinate.

(4) Adding a coordinate to a dimension implies that classification on the dimension needs revision. Adding a coordinate may lead to the increment of null points corresponding to the coordinate. So, this operation may break the 4NF. So, all the normal forms need verifying.

3.13 Application: Faceted Navigation

Traditional web browsing displays one web page for once operation: inputting the URL in browser or clicking the interested hyperlink in the current web page. Search engines display a list of hyperlinks according to the ranks of the pages by ranking the web pages sharing the same keywords.

Faceted navigation (also called faceted browsing or faceted search) is an important approach to improving traditional web searching and browsing by refining the search results through a process of multi-step facet selection. It allows users to view the contents of a set of resources at each step from a specific facet.

Although lacking fundamental theory and model on the underlying resource organization, some application systems have implemented faceted navigation through defining faceted metadata and traditional indexing approaches (K.-P. Kee, et. al., Faceted metadata for image

Fig.3.13.1 is the interface of the early faceted browsing system developed in 2001. It is based on three dimensions: the left hand column is one dimension, and the middle grid contains two dimensions. Users can accurately locate a set of resources by selecting the interested point. Users can also operate the axes and space by the operation buttons.
Fig. 3.13.1 The initial faceted browsing system developed in 2001.

Fig. 3.13.2 shows an example of using a three dimensional resource space (\textit{Topic}, \textit{Language}, \textit{Time}) to organize web pages. Users don’t need to remember the URLs of the web pages. Once the interested point is located, all the required web pages are in the point.

The faceted navigation system based on the Resource Space Model consists of the following three main components:

1. A Resource Space Management System RSMS including the storage mechanism, management mechanism, constraint mechanism, and query language.
2. A crawler is responsible for searching relevant web pages according to one point or several points in the space and uploading the obtained web pages into the point or points.
3. A friendly user interface that helps users to conveniently locate the point by selecting the coordinates at each axis and to view the search result.

Users can get all of the required web pages by giving coordinates on the dimensions determining the point in the space. For example, using
(Language.Chinese, Topic.Stock, Time.2006-12-13) can get all the web pages on stock market in Chinese on December 13 in 2006. There are two major advantages of the RSM-based faceted navigation systems: the crawler has clear searching target, the user can get all required web pages by just one time operation, and the user can specialize or generalize the search result.

Furthermore, decentralized systems can be developed to support decentralized faceted navigation.

Fig. 3.13.3 shows two interface examples. The right hand side is three dimensional. Users can locate a small cube by rotating the cube and making separation from any dimension. The six sides of one basic cube...

Fig. 3.13.2. Underlying resource organization model for faceted navigation of web pages.
represent six different facets of the same set of resources. The left hand side is suitable for more than three dimensions. Users can select the coordinates in the dimensions in the lower left area by clicking the dimensions and moving the pointers along the selected dimensions.

Faceted browsing, navigation, and search are not only significant in the cyber space but also useful in the other spaces in the future cyber-physical society (H.Zhuge and Y.Xing, Probabilistic Resource Space Model for Managing Resources in Cyber-Physical Society, *IEEE Transactions on Service Computing*, http://doi.ieeecomputersociety.org/10.1109/TSC.2011.12). The study of the Resource Space Model is fundamental for faceted browsing, navigation and search.

![Fig.3.13.3. Interfaces for faceted navigation.](image)

In depth research concerns the issue of how humans establish the dimension.
3.14 Application: Personal Resource Space

3.14.1 The idea

An important way to solve the issue of expanding ocean data is to establish personal resource space, which can provide the necessary resources for particular user. The reason is that the number of resources needed by an individual is limited due to limited personal time and energy.

Current operating systems are based on file system, which provides resource management mechanism like the My Computer in MS Windows for users to manage personal files. However, the file system is a one-dimensional directory system, which classifies files top-down into pre-named folders. Once user goes into one folder, he/she can only see the inside files and folders. The classifications (directory) cannot be refined from the other dimensions. Although the interface can be improved, to create an appropriate underlying data model is the key issue.

Fig. 3.14.1 shows a multi-dimensional personal resource space. The core space has three dimensions: \((\text{Publication}, \text{Area}, \text{Time})\), which forms a 3NF resource space. If the user wants to find the references in WWW published in 2009, he/she can quickly locate a set of resources in the point determined by \((\text{Publication: Reference}, \text{Area: WWW}, \text{Time: 2009})\). The user can also refine his search by selecting some sub-coordinates: \((\text{Publication: Reference.technical_report}, \text{Area: WWW.search}, \text{Time: 2009})\). A interface should be able to display the dimensions and enable users to easily select the coordinates.

The user may be also interested in the work of particular researchers. In this case, one more dimension \textit{Researcher} can be added. The \textit{Researcher} dimension can take the following form: \((A, B, \ldots, Z)\), which classifies researchers by the first alphabet of surname. The dimension can also be classified by the academic ranks, for example, \((\text{Turing Award Winner}, \text{ACM Awards Winner}, \text{IEEE Awards Winner}, \text{ACM Fellow}, \text{IEEE Fellow}, \text{Professor}, \text{Others})\).

If the user is also interested in the work of particular region, one more dimension \textit{Region} can be added. The first level coordinates of the
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Region dimension are the names of the countries he/she is interested in. However, adding the Researcher dimension will break the 3NF because some researchers have no publications in some areas.

Fig.3.14.1. A researcher’s personal resource space.

The following issue is important:

Can the names of researchers be the coordinates?

The answer is yes, because the name of a researcher here represents a set of his/her publications rather than an individual. Similarly, the name of a country represents the set of its publications rather than its entity. It is important for designers to distinguish entity and set in RSM. Even the 2009 at the time dimension, it represents a set of resources. The following are rules:

1. The names of dimensions and coordinates represent sets.
2. The name of any resource represents the entity of the resource.
With this personal resource space, the user can put the resources in the right point, and retrieve the interested resources accurately according to the interested dimensions and coordinates.

To create an intelligent personal resource space, the following issue needs to be solved:

\textit{Can machines know the meaning of dimensions?}

The dimensions and coordinates are named by users. There will be no problem for users to know the relations between a coordinate and the resources it represents. How to enable machines to automatically put resources into and retrieve them from the right points is an important issue. The key of the solution is the representation of resources and the representation of coordinates. If machines know the representations, they can calculate the semantic distance between representations, then put resources into or retrieve resources from the right points.

The candidate representation approaches include the SVM (Support Vector Machine), LSA (Latent Semantic Analysis), ontology or metadata based approaches, and the classification based on Wikipedia and ODP (Open Directory Project).

In specific domain, e.g., in bioinformatics, it is easy for users to establish consensus on some form of simple representations. But, it is hard in open domain applications.

The following are informal approaches to represent dimension and its coordinates:

1. Define the pattern or pattern tree of the dimension. A dimension can be represented as \(X(pattern)[C_1(pattern), \ldots, C_n(pattern)]\), where a \textit{pattern} can be a \textit{pattern tree} as discussed in the Probabilistic Resource Space Model for Managing Resources in Cyber-Physical Society (H.Zhuge et. al., \textit{IEEE Trans. on Service Computing}, doi.ieeecomputersociety.org/10.1109/TSC.2011.12). For example, a set of sequentially appeared words \((w_1, \ldots, w_n)\) can be the pattern of coordinate indicating the textual resources. It can be extended to the
following forms: \((w_1|w_1', \ldots, w_n|w_n')\) and \((w_1 \rightarrow w_1', \ldots, w_n \rightarrow w_n')\), where \(w_i\) and \(w_i'\) are words, symbol “|” represents “or”, and symbol “\(\rightarrow\)" represents implication, that is, one word semantically implies the other. A semantic link network of small set of words can also be a pattern.

(2) Give a set of rules to describe the features of the resources. So, a dimension should be represented as \(X(\text{Constraint})[C_1(\text{Constraint}), \ldots, C_n(\text{Constraint})]\), where \(\text{Constraint}\) consists of a set of constraints for regulating resources. This is useful when the patterns are difficult to express.

(3) Give a process to select the appropriate resources. A dimension can be represented as \(X(\text{Process})[C_1(\text{Process}), \ldots, C_n(\text{Process})]\), where a \(\text{Process}\) maps input resources into [yes, no]. If the output is yes, the input resource can be put into the coordinate. This approach can be used to classify complex resources.

The meaning of coordinate depends not only on the dimension but also on the other dimension. For example, the name of a researcher indicates a set of resources that are also regulated by the publication dimension. So, a point can provide more semantics for the crawler than a coordinate.

In many cases, classification is inexact, even for humans. A probabilistic value can be assigned to each resources belonging to a coordinate, e.g., \((R \in C, \text{conf})\), where \(\text{conf} \in [0, 1]\) is a confidence degree. It is important to give a higher priority to the resource with higher confidence degree.

### 3.14.2 Uploading linked resources

Resources are not isolated. There are explicit and implicit relations between resources. These relations represent the external semantics of resources. For example, if paper \(R\) cites paper \(R'\) and \(R\) has been put into coordinate \(C\), then \(R'\) can be put into \(C\). That is, \((R \rightarrow R') \wedge R \in C \Rightarrow R' \in C\). The following reference increases the confidence of putting \(R'\) into \(C\):
(R→R')\land (R''→R')\land R\in C \land R'' \in C \Rightarrow R' \in C.

The following are two rules to include resources in a network into a coordinate:

**Rule1**: If all the neighbors of resource \( r \) have been put into coordinate \( C \), \( r \) should be put into \( C \) with a certain confidence. The more neighbors, the higher the confidence degree.

A resource has a certain centrality in the semantic link network of resources (H.Zhuge and J.Zhang, Topological Centrality and Its e-Science Applications, *Journal of the American Society for Information Science and Technology*, 61(9)(2010)1824-1841). The resource with higher centrality is more important in the network. The following rule can be derived from Rule1.

**Rule2**: If all the neighbors of resource \( r \) and the neighbors of \( r' \) have been put into coordinate \( C \), and the centrality of \( r \) is higher than \( r' \), then putting \( r \) into \( C \) should have higher confidence than putting \( r' \) into \( C \).

Fig.3.14.2.1 explains the rules of putting the linked resources into coordinate. The resource networks consist of nodes and solid lines. The dotted lines denote that the linked nodes have been put into coordinate \( C \). The dark nodes in different networks have different confidences: the confidence of the node in the right hand side network is higher than that of the middle network, which is higher than the confidence of the node in the left hand side network.

The rules are useful in determining the classes of the resources when the semantics of the linked resources have been determined.
As shown in Fig. 3.14.2.2, if all the neighbors of a resource have been put into coordinate C, it should be put into C rather than the other coordinates. Evaluation should be made when some of its neighbors or the neighbors of some of its neighbors have been put into another coordinate. One way is to put the resource into the coordinate that contains the most of its neighbors. The other way is to put the resources into all the relevant coordinates with different confidences, which can be calculated by the number of neighbors belonging to C / total number of neighbors. This is reasonable since recognition of classification is usually incomplete. With the change of the network, the confidence degrees should be changed.

Fig. 3.14.2.2. Putting the linked resources into different coordinates.

From social development point of view, human understanding and representation abilities are established in a process of experience and learning. It is natural to transfer the problem of representation into an evolution process. So, we can create a process to enable machines and users to interact with each other. For example, the process can start from the current classification in the user’s file directory, and make adjustment according to the increasing resources during using. The difficulty is that adaptation depends on the tracing of user’s interest during long-term use of the space.

3.15 The Dimension

Recognition of classification and attributes are two basic ways for humans to recognize the world. For example, resources in the cyber space concern the following attributes:

1. *Name* — the identifier differentiating one resource from another.
2. *Author* — the name(s) of the creator(s).
(3) **Abstract** — a general description of the content or function of a resource. It could be a set of keywords, natural language description, formal description, semantic link network, or template.

(4) **Version** — the number that identifies the evolution of the resource.

(5) **Location** — the addresses in the cyber space.

(6) **Privilege** — it has three possible values: a) *public*, any user can access the resource; b) *group*, only group members can access the resource; and, c) *private*, only the author(s) can access the resource.

(7) **Access-approach** — the valid operations on the resource.

(8) **Duration** — the life span of the resource.

Some attributes like abstract cannot be dimension if it is hard to determine the relations between dimensions.

Recognition of classification usually concerns a top-down process while the recognition of attributes usually concerns a bottom-up process. A *dimension is meaningful only when it is related to a space and its resources*. An attribute is meaningful only when it is related to the resource entity and the attribute value. The two ways reflect two levels of a unified cognition process.

A common attribute of a set of resources is a candidate of being a dimension or a coordinate of a dimension when a space is concerned. For example, *gender* can be a dimension of the human resource space although it is used as an attribute of a human individual. When *gender* is a dimension, it represents all the resources in the space. When *gender* is an attribute, an attribute value will be linked to the individual, e.g., *gender=male* for Zhuge. When people use attribute to describe a set of resources, they concern a resource space, and the attribute is actually a dimension if it can cooperate with the other dimensions. An individual has many attributes, while a resource space only needs a small number of dimensions, because a *space should use a minimum number of dimensions to locate resources*.

Usually, the dimensions of a resource space are determined by the creator (designer) who is familiar with the resources and the requirements of users. Humans have established many consensuses on
classifications through continuous learning and experience. These consensuses are the basis for the generation of dimensions in the cyber space and in the socio space.

A critical issue is: Can machines automatically discover the dimensions on a given set of resources? If they can, resource spaces can be automatically generated. That will be a breakthrough in information management. Unfortunately, it is hard if machines do not know the resources and the users.

However, the following approaches can help machines to automatically discover the dimensions in resources.

1. Using a small set of resources with known dimensions that reflect the user’s viewpoint to train machines.
2. Making use of online massive classifications such as Wikipedia and ODP (Open Directory Project). One advantage is that the online classifications keep evolving with the development of the society.
4. Making use of domain ontology mechanisms.
5. Making use of the current classification and clustering techniques.
6. Analyzing the external links of resources.
7. Making use of community discovery techniques.
8. Tracing user browsing and searching behaviors, including used keywords, selection of hyperlinks, downloaded resources, and the folders selected for the resources.

An important issue in generating the dimensions of a resource space is to leverage the weight of different dimensions.

A good resource space should ensure that its resources are evenly distributed so that the search efficiency and efficacy can be guaranteed. Otherwise, the following case may occur: some points are overloaded, while others are empty. Therefore, the depth and width of the coordinate hierarchies should be largely balanced. One over length or over width coordinate tree should be maintained by the separation or merge
operations. A resource space is appropriate if the length and width of a coordinate hierarchy are less than nine.

Another important issue is the orthogonal relations between dimensions. *Humans are able to determine the orthogonal relation between dimensions because they continuously classify things and sharing their opinions in lifetime.* Classification may change in an open system. For example, a new dimension *color* emerges to classify swan when black swans appear. Lemma 3.10.2 provides an approach to check the orthogonal relation between dimensions according to their ability of specifying resources.

Chapter 1 has discussed the relation between dimension and space. The generation of dimension is also relevant to the motion of resources and their self-organization. Human behaviors are the original force of the motion and self-organization in the cyber space and socio space. Human behaviors drive the formation of dimensions in the cyber space and in the socio space.

Generally, the Resource Space Model concerns the issue of how to establish an appropriate classification space for the resources of an application domain, to normalize the space, and to enable users to easily operate the space to manage the contents of various resources, no matter what forms they have.

So far, the Resource Space Model has a complete theory, model and method.
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